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Abstract

The space of codimension-2 shapes, such as curves in 3D and surfaces in 4D, is an infinite-
dimensional manifold. This thesis explores geometric structures and dynamics on this space,
with emphasis on their implications for physics, particularly hydrodynamics.

Our investigation ranges from theoretical studies of infinite-dimensional symplectic and pre-
quantum geometry to numerical computation of the time evolution of shapes. The thesis
presents four main contributions.

In the first part, we introduce implicit representations of codimension-2 shapes using a class
of complex-valued functions, and prove that the space of these implicit representations forms
a prequantum bundle over the codimension-2 shape space. This reveals a new geometric
interpretation of the canonical symplectic structure on the codimension-2 shape space.

In the second part, we use implicit representations to develop a simulation method for the
dynamics of space curves. To handle chaotic systems such as vortex filaments in hydrodynamics,
we exploit the infinite degrees of freedom, hidden in both the configuration and dynamics of
implicit representations.

In the third part, we introduce new symplectic structures on the space of space curves, which
generalize the only previously known symplectic structure on this space, allowing for new
Hamiltonian dynamics of space curves.

In the fourth part, we apply a symplectic viewpoint to a differential geometric problem with
practical applications. We derive a new area formula for spherical polygons via prequantization.

vii
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CHAPTER

Introduction

This thesis explores geometric structures and dynamics on the codimension-2 shape space,
with emphasis on their implications for physics.

Our investigation spans theoretical studies of infinite-dimensional symplectic and prequantum
geometry to numerical computation of the time evolution of shapes.

1.1 Background

Codimensional shapes and physics The history of much of physical science is the history
of the study of shapes. Humans have long sought to describe physical phenomena in terms
of the deformation of shapes. For example, some models—mathematical descriptions such
as equations or rules that aim to replicate nature—express the motion of soap bubbles or
biological cell membranes as the time evolution of surfaces in 3D. These surfaces are called
codimension-1 because they are two-dimensional objects living in three-dimensional space; that
is, the difference between the shape’s dimension and the ambient space’s dimension is one.

i

S\

Figure 1.1: Evolution of soap bubbles modeled as deformation of surfaces.

Physical phenomena also involve shapes of other codimensions. Consider codimension-0, for
instance: the motion of water droplets or elastic bodies that occupy a full 3D volume, so
the codimension is zero. On the other hand, codimension-2 appears in situations such as
electrically charged particles moving on a surface or tiny balls rolling on a billiard table—here
the objects are zero-dimensional points moving within a 2D domain.

Hydrodynamics, the science of the motions of fluids, namely liquids and gases, provides
particularly interesting examples involving codimension-1 and codimension-2 shapes. A fluid
state is often described as a velocity field over a 3D region like a box. A quantity called
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vorticity measures how much the fluid velocity is swirling locally. In common situations, ! the
velocity field can be recovered from the vorticity. Mathematically, this is expressed by the
relation dn = w, where 7 is the velocity field represented as a differential 1-form, and w is
a differential 2-form representing vorticity. Hence, knowing how vorticity evolves over time
allows us to track how the entire fluid state changes.

This draws our attention back to codimensional shapes. Vorticity often concentrates around
“thin" codimension-1 or codimension-2 objects like surfaces or curves in 3D. This observation
led to idealized models known as vortex sheets and vortex filaments—Ilocalizations of vorticity
on surfaces and space curves, respectively. Since velocity can be recovered from vorticity,
tracking the evolution of these shapes effectively tracks the evolution of the whole fluid state,
illustrated as in Figure 1.2. This shows how understanding the time evolution of shapes,
especially those of various codimensions, offers descriptions of physical phenomena.

Figure 1.2: Vorticity of a jet of fluid represented as a collection of space curves (left), inducing
a velocity field which can transport smoke density (right). Simulation and visualaization were
performed using a method presented in Chapter 5.

Among these, codimension-2 shapes are significant in symplectic geometry, a framework for
describing dynamics geometrically. | explain this now.

Symplectic geometry and physics Symplectic geometry is a playground for Hamiltonian
systems, which are descriptions of how physical objects evolve over time while conserving
“energy"”. Here, energy—also called the Hamiltonian—is a quantity assigned to the system that
we expect to remain constant in time, like kinetic energy, potential energy, or something more
abstract, depending on the type of phenomenon we want to describe. Rather than tracking
the motion of objects directly, symplectic geometry views such evolution as a path in a static
space of possible physical states.

A key ingredient in this framework is a geometric object called a symplectic structure. It takes
the Hamiltonian as input and outputs a dynamical system on the state space.

Mathematically, this idea is formulated as follows. A symplectic manifold X is a manifold
equipped with a closed and non-degenerate 2-form w called a symplectic structure. Once we
give the Hamiltonian H as a function on X, the symplectic structure w generates a vector
field Vi on X through the relation dH = vy,,w. Then the Hamiltonian system is the flow
along the vector field V, that is, solutions to the differential equation d;z(t) = Vg (z(t))
where x represents a state of the object as a point of X. Then, the time evolution is a path
on which the Hamiltonian is constant.

The symplectic manifold X here typically represents the collection of all the possible states of
a physical phenomenon. For example, if we consider particles moving in a domain M, then the

1Technically, when the first homology group of the ambient space is trivial.
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space X is the cotangent bundle T*M™, which contains all possible positions and momenta
of n particles. In quantum mechanics, it is often the space of wave functions, representing
all possible quantum states. These spaces are known to be symplectic manifolds, on which
phenomena like celestial mechanics and the Schrodinger equation are modeled as Hamiltonian
systems.

In this way, if the space of possible states is a symplectic manifold, we can model dynamics as
Hamiltonian systems. This setup offers further advantages. For example, the Hamiltonian
is often not the only constant in motion. If the system has symmetries, the symplectic
structure reveals other conserved quantities. For instance, if the Hamiltonian is invariant
under rotations, a quantity often called angular momentum remains constant in time. This
symmetry-to-conservation link is known as Noether's theorem.

The codimension-2 shape space as an infinite-dimensional symplectic manifold
Earlier, we saw that many physical phenomena can be phrased in terms of the deformation
of codimensional shapes. Among these, the case of codimension-2 stands out, as the space
of codimension-2 shapes is an infinite-dimensional symplectic manifold, equipped with the
so-called Marsden—Weinstein (MW) symplectic structure. We postpone the precise definitions
of these notions to the next chapter.

Many phenomena in fields such as fluid dynamics and elasticity can be modeled as Hamiltonian
systems with respect to the MW symplectic structure. Important examples include vortex
filaments and their localized approximation called the binormal equation. Using the framework
of symplectic geometry, we can study properties of these dynamics, such as conserved quantities,
integrability, periodic orbits, and connections between seemingly unrelated dynamics.

This rich interplay motivates the present thesis to explore the geometric structures and
dynamics on the codimension-2 shape space. By doing so from several angles, the author
hopes to offer a glimpse into the beautiful bridge between shapes and dynamics.

1.2 Research projects

1.2.1 Implicit representations
The first major part of this thesis is concerned with implicit representations of shapes.

A submanifold (mostly synonymous with shape in this thesis 2) in an ambient space M is often
described explicitly as an embedding of a manifold S into M, modulo reparametrizations.

An alternative is the implicit representation. For example, a codimension-1 shape, like a surface
in R3, can be represented as a preimage of a function, often called the level set function. This
representation naturally extends to higher codimensions using multiple functions. When the
codimension is 2, submanifolds can be expressed as the zero sets of complex-valued functions
(Figure 1.3).

The implicit representation for each codimension-2 submanifold is not unique, as multiple (in
fact, infinitely many) complex-valued functions can share the same zero set. The following
two projects investigate this redundancy of implicit representations.

2Whenever unnecessary, we stay imprecise about whether a submanifold or shape may be an immersion or
must be an embedding, and whether it is parametrized or unparametrized.
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Figure 1.3: Linked curves, known as the Hopf link (left) and the level sets of a complex
function ¢ = a + ib consisting of real-valued functions a and b (right). The blue and red
surfaces are zero level sets of a and b respectively. Their intersection, the zero level set of v,
agrees with the curves.

Project 1. Implicit representations of codimenion-2 shapes and their
prequantum structures

This part is based on the article [CI25].

Implicit representations via complex functions have been widely applied to study the dynamics
of submanifolds. However, the geometry of the space of these representations is largely
unexplored. In this project, we investigate its geometric structures, focusing on symplectic
geometric aspects.

The non-uniqueness of implicit representations for each shape makes the implicit shape space a
fiber bundle over the space of codimension-2 submanifolds. Our main contribution is showing
that a particular quotient space of this fiber bundle forms a prequantum bundle.

Roughly speaking, a prequantum bundle is a specific kind of fiber bundle over a base symplectic
manifold. Each fiber over a point carries the additional information of quantum phase, in such
a way that Hamiltonian flows on the base manifold are naturally and uniquely lifted onto this
bundle. In this way, a prequantum bundle is a sandbox for quantum mechanics, aligned with
the base symplectic manifold as a sandbox for classical mechanics.

We do not, however, perform any quantum mechanical analysis using this framework. Rather,
we focus on the geometric insights offered by our prequantum bundle. As illustrated in
Figure 1.4, we present a new interpretation of the Marsden—Weinstein form:

Each complex function 1 representing a codimension-2 shape ~ carries phase
information ¢ = v/|1| € S'. The level sets {¢p~'(s)}est of the phase function ¢
define a family of hypersurfaces in the ambient space, each bounded by . Any
motion of the base shape 7 induces motions of these hypersurfaces, which sweep
out volumetric domains. The MW form arises as the curvature of a connection
of our prequantum bundle, which measures the average volume swept by these
hypersurfaces.

In the limiting case where the phase of the complex function is constant everywhere except
for a 27 jump across a single hypersurface, this result reduces to the swept volume of that
hypersurface, without explicit reference to the complex function.

This prequantum viewpoint thus unifies explicit and implicit descriptions of codimension-2
shapes.
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implicit shape space z,)

e e O(y) = ]é _ Volume (@) .

g)
’/T
explicit shape space \/,/
Y :\ w(y.5) = / Volume(
v AL 7

Figure 1.4: A schematic image of our prequantum bundle. The fiber bundle is the space of
implicit representations (top row) and the base space, referred to as the explicit shape space,
is the space of codimension-2 shapes (bottom row). The tangent vector w at each implicit
representation 1) can be visualized as the deformation of the phase hypersurface ¢~*(s), and
the connection form © measures the infinitesimal swept volumes of these phase hypersurfaces,
averaged over all the phases. The tangent vector ¥ at each codimension-2 shape + is a vector
field on 7, representing a velocity of v. The MW symplectic form w measures the volume
spanned by the velocity fields 7,5 and the tangent of ~, integrated over 7. The 2-form w is
the curvature of the connection form O, that is, 7*w = d©O.

Project 2. Hidden degrees of freedom in implicit vortex filaments
This part is based on the article [IWC22].

The deformation of space curves is rooted in several fields like physics, biology, and mathematics,
and has been studied both theoretically and numerically.

In this project, we develop a numerical method for space curve dynamics using implicit
representations. Instead of simulating space curves explicitly, we compute the time evolution
of implicit representations.

Our approach, in particular, exploits the non-uniqueness of these implicit representations in
both their configurations and dynamics. As noted, multiple complex functions share the same
zero level set. Such non-uniqueness also exists in the dynamics. The time evolution of curves
represented by a complex function ) can be described by the transport of ¢ along a vector
field, and the choice of the vector field yielding the same motion of the zero set is not unique.
In fact, there are infinite degrees of freedom within the collection of both possible complex
functions and vector fields.?

Within these redundancies, we can make a specific choice for a particular purpose, such as
improving the robustness of numerical simulation. Specifically, to handle chaotic dynamics like
vortex filaments in fluid dynamics, we introduce untwisted Clebsch variables and non-swirling
dynamics. They successfully reduce the numerical instability, taming the twisting modes
around the filaments.

3Strictly speaking, the infinite degrees of freedom become finite when we perform a finite-dimensional
approximation, a.k.a. discretization, for numerical purposes.
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Additionally, the level set description by implicit representations inherently supports topological
changes of curves. Built on these features, our resulting method stably simulates the dynamics
of vortex filaments that split and merge (Figure 1.2 and Figure 1.5).

Figure 1.5: Time evolution of vortex filaments undergoing topological changes (left to right),
simulated using our method.

In this project, we do not restrict ourselves to Hamiltonian systems. Our method can
accommodate any first-order dynamics in time. As an example, we simulate the curve
shortening flow, which is not a Hamiltonian flow (energy preserving flow) of the Marsden—
Weinstein structure but rather a gradient flow (energy descent flow) with respect to the
L?-Riemannian metric.

1.2.2 No more symplectic structures?

We now go back to explicit representations of shapes and focus on the space of space curves,
which is the simplest infinite-dimensional instance of the codimenion-2 shape space.

The Marsden—Weinstein (MW) structure is known to be a canonical symplectic structure on
this space. But are there no other symplectic structures? This following project answers this
question.

Project 3. Symplectic structures on the space of space curves
This part is based on the article [BIM24].

We derive new symplectic structures on the space of space curves. These new structures
generalize the MW structure, which was the only previously studied symplectic structure on
this space.

Our approach builds on two key ingredients. First, the MW form w admits a Liouville 1-form
n, i.e., dn = w, and this 7 can be expressed in terms of the standard L? Riemannian metric
on the space of space curves. Second, in mathematical shape analysis, many alternative
Riemannian metrics on this space have been developed by integrating a suitable operator on
the tangent bundle of the space.

Motivated by this, we construct new 1-forms by modifying the standard Liouville form with
such operators. Taking their exterior derivatives yields closed 2-forms, and we verify that these
forms are non-degenerate, thus defining symplectic structures.

We then derive Hamiltonian systems induced by these new symplectic structures, as different
symplectic structures w’ induce distinct Hamiltonian flows V7, from the same input Hamiltonian
function H, according to the relation dH = LVI;u/ (Figure 1.6). We also numerically illustrate
simple examples.
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Figure 1.6: Snapshots of a space curve evolving under Hamiltonian flows of the same
Hamiltonian function, but induced by the standard MW structure (left) and different symplectic
structures (middle and right), exhibiting distinct behaviors.

1.2.3 Prequantum geometry for polygons on the sphere

Symplectic and prequantum geometry are frameworks for studying dynamics, but they can
also be useful for purely geometric problems. This project is such an instance. Unlike the
above projects which concerned dynamics and infinite-dimensional manifolds, the following
project deals with a purely geometric, finite-dimensional problem.

Project 4: Area formula for spherical polygons via prequantization
This part is based on the article [BIM24].

In this project, we derive a new formula for the area of spherical polygons via prequantization.
A spherical polygon is a finite sequence of ordered points on S?, connected by geodesics.
Calculating the solid angle of the region enclosed by such a polygon has practical applications
in fields like fluid dynamics, light transport theory, and geography (Figure 1.7).

The areas of spherical polygons are often computed using a formula based on the Gauss-Bonnet
theorem. However, this formula requires the non-degeneracy assumption, meaning that no two
consecutive points can lie on the same location. This constraint renders the formula unusable
or numerically unstable in certain situations.

Our new formula mimics Green's formula, which is not directly applicable on S? because the
standard area form is not exact. We circumvent this issue using a prequantum bundle. We lift
the area form onto the bundle, where the resulting 2-form becomes exact. This converts an
area integral on S? into a line integral on the bundle.

Through this procedure, we derive a formula which is applicable to a wider range of degenerate
spherical curves and polygons.

Figure 1.7: A spherical polygon representing the shape of Austria (left), and a zoomed-in view
(right). Our formula can robustly compute the area of such an intricate shape.
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1.2.4 Organization of the thesis
Chapters 2—4 are based on the article [CI25].

Chapter 2 reviews the symplectic geometry of codimension-2 shape spaces using the language
of currents from geometric measure theory. This allows a unified description of results for both
the classical setting with explicit representations and the implicit representations developed in
the subsequent chapters.

Chapter 3 introduces implicit representations of codimension-2 shapes using a class of complex-
valued functions. We study the geometry of the space of such representations as a fiber bundle
over the space of explicit representations. In particular, we show that over each codimension-2
shape, the fiber may have multiple connected components indexed by H},(M,Z), the first
integral de Rham cohomology group of the ambient manifold.

Chapter 4 constructs a prequantum structure over the codimension-2 shape space. We show
that a quotient bundle of the space of implicit representations forms a prequantum G-bundle
with structure group G = S' x H],(M,Z). As a corollary, we obtain a new geometric
interpretation of the Marsden—Weinstein structure.

Chapter 5 is the content of the article [I[WC22]. Using implicit representations, we develop a
numerical method for simulating space curve dynamics. We leverage the infinite degrees of
freedom, hidden in implicit representations of both the configuration and the dynamics. This
results in a simulation method that can handle otherwise numerically instable scenarios like
vortex filaments from hydrodynamics, while automatically processing topological changes.

Chapter 6 is the content of the article [BIM24]. We introduce new symplectic structures on the
space of space curves by modifying the Liouville 1-form of the Marsden—Weinstein structure,
inspired by a recent trend in shape analysis. We also derive the corresponding Hamiltonian
vector fields for several Hamiltonian functions with respect to these new symplectic structures,
and numerically illustrate a few examples.

Chapter 7 is the content of the article [CI24]. We derive a formula for the signed area of a
spherical polygon, which is a piecewise geodesic on S?. For this purpose, we use a prequantum
bundle. This gives rise to a version of Green's theorem that translates the area integral on the
base manifold into a line integral along a lifted perimeter in the bundle.

Chapter 8 is independent of the rest of the thesis. | present my thoughts on mathematics,
physics, and computer graphics, which | have developed over the past few years.

Dependencies of chapters Chapter 2 is a prerequisite for Chapter 3 and Chapter 4. The
remaining chapters Chapter 5, Chapter 6, and Chapter 7 are written in a self-contained manner,
so readers can jump directly to any of them. For a deeper understanding, note that Chapter 5
is an application of implicit representations introduced in Chapter 3, and Chapter 6 is a
generalization of the Marsden—\Weinstein structure explained in Chapter 2.



CHAPTER

Preliminary: Symplectic geometry on
the space of codimension-2 shapes

Chapter 2, Chapter 3, and Chapter 4 are based on the article:

Albert Chern and Sadashige Ishida. Implicit representations of codimension-2 submanifolds
and their prequantum structures. Preprint. arXiv:2507.11727, 2025

In this chapter, we review basic results on the symplectic geometry of codimension-2 shape
space, as the topics in this thesis revolve around this subject. We first lay out the preliminary
settings for the shape space of codimension-2 submanifolds, and then explain that this space
is a symplectic manifold equipped with the so-called Marsden—Weinstein symplectic structure.

We formulate these known results using currents from geometric measure theory, which are the
continuous dual of differential forms. Currents allow a unified description of both the classical
results reviewed here and the new results for implicit representations that we introduce and
study in Chapter 3 and Chapter 4.

Alongside, we extend a previous result. The existence of a Liouville form 7 for the MW form
w (i.e., 1-form n such that dn = w) was proven only for space curves. We extend this to a
general closed and oriented codimension-2 manifold, embedded in an ambient manifold of
arbitrary dimension, equipped with an exact volume form.

Dependencies of the other chapters on this chapter The main purpose of this chapter is
to provide an overview of the codimension-2 shape space as an infinite-dimensional symplectic
manifold, formulated using the language of currents. This builds a foundation for Chapter 3
and Chapter 4, where implicit representations of shapes are introduced and studied.

On the other hand, Chapter 5, Chapter 6, and Chapter 7 are written in a self-contained manner
and do not strictly rely on the results and the descriptions in this chapter. Hence the readers
interested in these chapters can directly jump to any of them.

Organization of the chapter In Section 2.1, we review currents from geometric measure
theory and introduce the action of diffeomorphism groups on currents, as well as the Lie
derivative as its infinitesimal generator.
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In Section 2.2, we define the codimension-2 shape space as embeddings of a manifold into an
ambient manifold modulo reparametrization. We do so in terms of diffeomorphism actions
on currents, highlighting that the deformation of a shape can be seen as the transport of a
current along a vector field.

In Section 2.3, we review the Marsden—Weinstein symplectic structure on the codimension-2
shape space. Additionally, we extend the previous result on the existence of a Liouville form
for space curves to a more general setting in arbitrary dimension.

2.1 Diffeomorphism action on currents

We briefly review the notion of currents from geometric measure theory as a preliminary
and define a diffeomorphism action on them. For readers interested in the general theory of
currents, we refer to the literature [Fed14, dR84, Mor08]. Currents are a natural language
for shapes embedded in an ambient manifold as they allow us to treat differential forms,
submanifolds, and their generalizations in a unified manner. Using currents, we will describe
relations between quantities defined on an ambient manifold and a submanifold (possibly with
a boundary). This includes, for example, the flux of a vector field through a surface, and a
superposition of the fluxes through infinitely many surfaces.

Let M be an oriented m-dimensional manifold and QF(M) be compactly supported differential
k-forms. We say k-currents Dy, (M), also denoted by QF (M )*, are linear functionals on QF (M)
that are continuous in the sense of distributions. For details, see [CSdR12, Alb06] for example.

We note that Q™ *(M) < Dy(M) via
(h, ) ::J haa, heQm*M), aeQF(M). (2.1.1)
M

The space of differential forms Q™~*(M) is strictly smaller than the space of current Dy (M),
but Dy, (M) is attained as the closure of Q™ %( M) with respect to the locally convex topology.
Keeping this in mind, we will formally write §, & A a also for A in Dy,(M) but not in Q™ *(M)
as if h was a m — k form.

For h € Dy (M), we define the boundary operator dy.: Dy (M) — Dy_1(M) by
(Oph, @) = {h,dp_10), Yae QM)

using the exterior derivative dy_;: Q*"1(M) — QF(M). Unless necessary, we will simply
write ¢ for d; and d for dj.. Notice that 0 works for h € Q™ *(M) < Dy(M) as the exterior
derivative d up-to sign change with sgn = (—1)™ %1,

send : Q" H(M) —— QM FL(M)
N N
0: Dp(M) —— Dp_1(M).
We say that the current homology, which is the dual of de-Rham cohomology, is defined by
H™M(M) = Z (M) /By ™ (M)
where ZST(M) = ker 0y and BSE(M) = im Oy 4.
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2.1. Diffeomorphism action on currents

2.1.1 de Rham-Dirac currents

We call a special class of currents de Rham-Dirac currents (or simply de Rham currents).
These currents extend the Dirac measures for points (codimension-m geometry) to other
codimensions. For a k-dimensional submanifold > of M possibly with a boundary, we define a
k-de Rham current dx, € Dy(M) by

(P, 0 = j o€ QH(M).

We denote the collection of de Rham-k current by DI(M).

The boundary operators ¢ for the de Rham currents and for submanifolds commute with the
mapping of submanifolds to currents i.e., 00y, = dyox as

(005, a) = J do = J a = {6, q), YaeQF(M).
s o

We will also formally write this as

f 552AQZJ 52/\6104
M M

with the mind of (2.1.1).

Remark 2.1.1. de Rham currents can be defined from rectifiable sets on M, which form a
much broader class containining submanifolds and singular chains of M [Mor08]. We focus
on the ones induced from submanifolds as it suffices for our purpose.

2.1.2 Orbits under diffeomorphism groups

We represent unparametrized shapes by currents and describe the deformation of shapes in
terms of diffeomorphism actions. To do so, we define the action of diffeomorphism groups on
currents and the Lie derivative as its infinitesimal generator.

Let us denote by Diff (M) the space of diffeomorphisms over M. For each f e Diff(M),
we define the action f,: Dy(M) — Dy(M) by pushforward as the adjoint of pullback
£ QM M) — QF(M),

{feh, @) == (h, f*a), heDy(M),aec QF(M).

For h € Q™ *(M) = Dy(M), the pushforward action f, on h as a current agrees with the
pullback action f~'* on h as a differential form. For a de-Rham current 6x, € D{F (M), we
have f.dx = dsox. Note also that f. and ¢ commute similarly to the commutativity between
d and f* for differential forms.

On an orbit O under the Diff(M)-action by pushforward, the tangent space is !

T,O(M) = {~Loh | v e diff(M)}. (2.1.2)

"When the orbit © does not carry a manifold structure, the tangent space at a current h is defined only
formally as the image of fundamental vector field mapping of the Diff (M)-action. If h is a de Rham current
of an embedded submanifold, @ is a manifold.

11
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Here, diff (M) is the Lie algebra of Diff (M), which is the space of smooth vector fields on M,
and we say that Lie derivative £,: D(M) — D(M) for currents is the skew-adjoint of the Lie
derivative for differential forms,

(=Lyh,a) = (h, Loa), o QF(M).

The minus sign of —L,h in (2.1.2) expresses the feeling of advection of h along the velocity
field v by the formal transport equation ¢,h + L£L,h = 0. Similarly to differential forms, we
have Ly, ,h = L,L,h — L,L,h for currents, which can be verified by direct computation.

d

Lastly, we have a current analogy of the relation £,a = E’t:OFIZ*a for differential forms

where F1!, € Diff (M) is the time-t flow map of u € diff(M) defined as the solution to the
ODE,

O (Fl (2)) = w(Fl(x)), zeM
F19 = idy,.

For a current h, we have —L,h = Fl’;*h as

il
dt 1t=0

d d
dt t:0< u*h7 Oé> dt t:0<h7 U Oé> <h7 L Oé> < L h, Oé>, Vo € ( )

2.1.3 Currents as functionals on the space of vector fields

In later sections, we will consider fluxes of vector fields through possibly infinitely many
hypersurfaces. Currents provide a natural description for this.

Let diff (M) and sdiff (M) denote the spaces of smooth vector fields and divergence free-vector
fields on M equipped with a volume form p. They are Lie algebras of Diff (M) and SDiff (M),
the groups of diffeomorphisms and volume-preserving diffeomorphisms on M. Let us also
define exdiff (M), a subspace of sdiff (M), consisting of exact divergence-free vector fields,
that is, ¢, is exact.

Definition 2.1.2 (Flux for m — 1 currents and exact m — 2 currents). For h € D,, (M), we
say that the flux of a vector field u € diff (M) through h is

Flux,, 1(h,u) == {h, typ1).

For 3 € BT, (M), we say that the flux of v € exdiff(M) through 3 is
Flux®™ ,(8,v) = Flux,,_1(h,v)

with any h € 0718 < D,,,_1(M).

By design Flux{ , is independent of the choice of i in 07! 3. Via the notion of flux, we can
now regard m — 1 and exact m — 2 currents as linear functions on diff (M) and exdiff(M).

For a de Rham current dx € D42 (M), Flux,, 1(ds,v) is indeed the flux of v through X.
But this notion of flux does not require h to be a de Rham current. For example, A may be
a formal infinite sum of de Rham currents representing infinitely many hypersurfaces. This
observation plays an important role when we consider a Liouvile form for a symplectic structure
on the space of implicit representations in Section 4.2.

12
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2.2 The space of codimension-2 shapes

This section provides a preliminary review of the space of explicit representations for codimension-
2 shapes, namely, embeddings of an n-dimensional manifold S into an (n + 2)-dimensional
ambient manifold M. We revisit earlier work on the canonical symplectic structure on this
space, the Marsden--Weinstein (MW) structure, as studied in [MW83, HV03, Tab17, PCK*19].
Our presentation is framed in terms of currents, which will play a central role in the next
section when we introduce implicit representations (Chapter 3) and relate them to the explicit
framework.

In addition, we obtain new results (Theorem 2.3.3, Theorem 2.3.6): the MW structure on the
codimension-2 shape space is exact if the volume form p of the ambient manifold is exact.
This extends earlier results for closed curves in R3 [Tab17, PCK™19] to a broader class of
submanifolds in arbitrary dimensions.

We conclude this section by considering the shape space of all codimension-2 submanifolds.
That is, we allow the submanifold .S to range over all oriented and closed n-manifolds, rather
than fixing one S in advance. This broader viewpoint naturally leads to the introduction of
implicit representations in the next chapter.

2.2.1 Spaces of parametrized and unparametrized codimension-2
submanifolds

We begin with the case where the dimension of the ambient manifold is greater than 2,
postponing remarks on the 2-dimensional case to the end of this section. Let m > 2, and let
M be an m-dimensional manifold equipped with a volume form p. Let S be a closed (i.e.,
compact and without boundary), oriented manifold of dimension n = m — 2.

Consider the space of smooth embeddings
Emb(S, M) = {3 € C*(S, M) | rank(d3) = n, 3(s) = (') = s = s},

which is an infinite dimensional manifold with the Fréchet topology [BBM14, Micl9]. Its
tangent space at each 4 € Emb(S, M) is given by sections of the pullback bundle:

T5 Emb(S, M) = I'(3*TM).
That is, a tangent vector 7 € T5 Emb(S, M) assigns to each point s € S a vector F(s) € Ty M.
When M = R™, the tangent space T Emb(S,R™) is identified with C*(S, R™).

On Emb(S, M) we define a right action of the orientation-preserving diffeomorphism group
Diff*(.S) representing reparametrizations. Taking the quotient by this action, we obtain the
shape space of unparametrized shapes:

UEmb(S, M) := Emb(S, M)/ Diff * ().

The space UEmb(S, M) is also referred to as the nonlinear Grassmannian of type S [HVO03].

Note that Diff " (S) may have multiple connected components. For example, if S = |_|f’l1 S? L
| |, T2, then Diff* () is isomorphic to the semi-direct product of Diff * (S?)¥ x Diff* (T?2)*>
and the symmetric groups Sym(k;) x Sym(ks). The operation of permuting identical copies
of S? or T? is included in Diff *(S).

13
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The shape space UEmb(.S, M) is an infinite-dimensional manifold [BBM14]. In what follows,
we denote an element of UEmb(S, M) by v and any representative of v by 4 € Emb(S, M).

With the fibration 77: Emb(S, M) — UEmb(S, M) the tangent space is written as

Note that kerdr|; = dy(diff(S)) where diff(S) is the space of smooth vector fields on S,
which is the Lie algebra of Diff*(S). Hence ker dm consists of the components of tangent
vectors which do not change the shape of ~.

Example 2.2.1 (Tangent space at a unparametrized space curve). When S = S' and M = R?
equipped with the standard Euclidean metric, we have ker dr |5 = {ads7 | a € C*(S)}. Hence
T,UEmb(S, M) = {¥ + dydiff(S) | ¥ € TyEmb(S, M)} is identified with {¥: S — R? |
F(s) L 0,7(s),Vs € S'}, vector fields on #(S) that are everywhere perpendicular to the
tangent vector ds7.

We now define a left action of Diff(M) on UEmb(S, M) by
f>y=n(fo?), feDiffo(M),y€ UEmb(S, M)

where T is the projection 7: Emb(S, M) — UEmb(S, M) and 4 € w1~ is any parametrization
of .

Each connected component of UEmb(S, M) is an orbit of the action of Diffy(A), the
connected component of Diff (M) containing idy,. This is a classical result due to Thom
(see, e.g., [Hirl2]). Consequently, any tangent vector 7y € T, UEmb(S, M) can be written
as ¥ = v o~y = dn|5(vo¥) for some v € diff(M). With this in mind, we will restrict our
attention to a single Diffo (A )-orbit in UEmb(S, M), denoted by O.

In fact, the action by the subgroup SDiffy(M) < Diffy(M) of volume-preserving diffeomor-
phisms is transitive on each Diff(M)-orbit in UEmb(S, M) [HVO03, Proposition 2]. Much
of the theory in this section remains the same after restricting the diffeomorphism group
Diffo(M) to SDiffy(M) and the space diff (M) of vector fields to the space sdiff(M) of
divergence-free vector fields.

Remark 2.2.2 (Labeled and unlabeled shapes). There are two standard definitions of un-
parametrized shapes UEmb(S, M). One defines UEmb(S, M) as the quotient of Emb(.S, M)
by the orientation-preserving diffeomorphism group Diff *(.S), and the other uses Diffy(.5),
the connected component in Diff(S) containing the identity map [BBM14].

The quotient by Diff(S) retains labels on identical components of the same shape. For
example, if S = S! 'S, then two embeddings 7, = (71,72) and 7, = (72,71), with non-
intersecting embeddings v, and 7 of S, represent distinct elements in Emb(S, M)/ Diffy(S)
but the same element in Emb(S, M)/ Diff*(.5).

In this thesis, we consider unlabeled shapes, defined as Emb(S, M)/ Diff *(.S). This convention
better aligns with the implicit representations of shapes introduced in Section 3.2 (See also
Remark 3.2.1). However, we note that the theorems and propositions in this section hold
under both definitions.
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2.2.2 Shapes as de Rham currents

Since the shape space UEmb(S, M) is a subset of the space of (m — 2)-dimensional submani-
folds in M, there is a natural injection into the space of de Rham currents:

Z: UEmb(S, M) — D (M)
v = 0y,

We denote the image of Z by Dygmb(s,a), and for a Diffo(M)-orbit O < UEmb(S, M), we
write Do = Z(O).

The tangent space at 0, € D is given by the pushforward of the tangent space at ~:
15,0 = dI|, (T,0).
More explicitly,
dI|,:y=voyw— —L,5,, forsome v e diff(M),

where £, denotes the Lie derivative in the sense of currents, as defined in Section 2.1.2.
Therefore, the tangent space at ¢, is

Ty Do = {—L,0, | v e diff (M)},

Note also that the injection Z commutes with the Diffy (M )-action in the sense that f,Z = Zo f
for all f e Diffy(M), as discussed in Section 2.1.2. In the remainder of the chapter, we
will occasionally identify O with Dy, and UEmb(S, M) with Dygmp(s,a), and their tangent
bundles, without explicitly stating so.

2.3 Symplectic structure on the codimenion-2 shape
space

The space O = Dy is a weak symplectic manifold. That is, it is equipped with a closed and
weakly non-degenerate 2-form. The Marsden—Weinstein (MW) form on O is given by

s (8,,8.) = 5, totupt) = f ot (2.3.1)
Y

where 57 = —L,0, and &, = —L,0,, for vector fields u,v € I'(T'M). When convenient, we
also write w+(7,%) = ws, (65, 57) for y =wuo~vyand§ =von.

The MW form w is closed and weakly-nondegnerate in the sense that the associated flat
operator

. TO — T*O

Y LW

is injective. In this chapter and the next few chapters, we refer to such weak symplectic forms
simply as symplectic. For background on weak symplectic geometry, we refer the reader to

[Mic84, Chapter VI] and [BIM24, Appendix A].
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On the parametrized shape space O := 7~ '(O), where 7: Emb(S, M) — UEmb(S, M) is
the natural projection, the pullback 2-form @ := 7*w € Q?(0O) is written as

(D’?(’;y’ %) = J:S M(ia %/7 (351’3/, cee asn’?) dsy...ds,

in local coordinates s = (s1,...,s,) on S. From this expression, we see that & has a nontrivial
kernel consisting of infinitesimal reparametrizations, that is, ker @|5 = ker dr|; = dy(diff(5))
at each 4 € O. Thus, @ is not symplectic, but merely presymplectic i.e., a closed 2-form.

Example 2.3.1 (MW structure on the space of space curves). On the space of space
curves UEmb(S', R?) where R? is equipped with the standard Euclidean volume form p =
dxi A - -+ A drg, the MW form takes the expression

(3, 4) = f det(27, 5, %) ds,

where 4 € Emb(S, M) is any parametrization of v € UEmb(S, M) and the integrand denotes
the determinant of the 3 x 3 matrix whose columns are the vectors d;7(s), 7(s), and (s)
in R®. Note that ker @| consists of infinitesimal reparametrizations of the form ads¥ with

a € C*(S'), corresponding to tangent vector fields along the curve 7 viewed as a submanifold
of R3.

2.3.1 Hamiltonian vector fields

For a function H: O — R with dH € imb*, the Hamiltonian vector field Xy, € I'(T'O) with
respect to the MW form w is the unique vector field satisfying

dH = 1x,w
and the Hamiltonian system is the flow along X3,. That is,

Oy = XH(V)-

Example 2.3.2. On UEmb(S!, R3) where R? is equipped with the standard Euclidean metric,
the length function as the Hamiltonian yields the binormal equation,

Oy = Dyy x D, (2.3.2)

The right-hand side is understood as dr|5(Ds5 x D?%) with fibration 7: Emb(S', R?) —
UEmb(S!,R?) and any parametrization 4 € 771(v), where D, = 0,/|0,7| is the derivative
with respect to the arc-length parameter.

More generally, on UEmb(S,R™) with an oriented closed n-manifold S, choosing the n-
dimensional volume of v as the Hamiltonian H yields the Hamiltonian vector field Xy as
the mean curvature normal on the submanifold ~(S), rotated by 90 degrees in the normal
bundle Nv(S) [HV03, Khel2]. While the binormal equation (6.4.2) is known to be an infinite-
dimensional integrable system forming a KdV-type hierarchy [CKPP20], the integrability of its
higher-dimensional analogues remains less understood.
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2.3.2 Liouville form

On a symplectic manifold, a Liouville form is a 1-form whose exterior derivative equals to
the symplectic form. Previous work [PCK*19, Tab17] showed that the MW structure w on
the space of space curves UEmb(S!, R?) is exact by providing an explicit Liouville form. The
1-form 7 defined by

1

m(¥) =3 L det (5,5, 057) ds (2.3.3)

where 7 is any parametrization of -, satisfies w = dn.

A natural question is to consider its higher-dimensional generalization. However, the proof in
[Tab17] relies on integration by parts using an explicit parametrization of S!, which does not
directly extend to higher dimensions.

Here, we present a new result for a generic closed and oriented n-dimensional manifold .S and
M = R™ equipped with the Euclidean volume form p = dxy A ... A dx,, (Theorem 2.3.3),
and then extend it to a slightly more general setting (Theorem 2.3.6).

For 6, = —L,0, € T5, Do, define

1 1
N5, (0y) = — {0y, tulalt) = f Lulg b (2.3.4)
m v

m
This 1-form (2.3.4) admits an explicit representation analogous to (2.3.3):

. 1 toA ~
Ny () = J det(5,7, 05,7y - -+, 0s,,_»7) ds1 ... dSm—2
mJs

where ¥ = uo~y and s = (s1,...,,) is local coordinates.

Theorem 2.3.3 (Liouville form on R™). Suppose that R™ is equipped with the standard
volume form y = dxy A - -+ A dx,,. Then we have dn = w.

A special case of Theorem 2.3.3 for Emb(S!,R?) is given in [Tabl7, Proposition 2.1], where
the proof is based on integration by parts using an explicit parametrization of a space curve.

However, this approach does not extend to the general setting Emb(.S, M) unless S admits
an explicit global parametrization, such as S = T". In contrast, we prove the general case of
Theorem 2.3.3 in a parametrization-free fashion.

We formulate the proof using currents, as this computational routine will be reused throughout
the present and the next chapters. To that end, we introduce an auxiliary result. First, note
that each vector field u € T'(T'M) induces a vector field X* on the Diffy(M)-orbit Dp in
D,—2(M), defined by

X"(04) = —L,0,.
In other words, X* is the fundamental vector field associated with the Diff( ) )-action on

Do, since —L,0, = %‘tzoFlfL*d,, where FI, € Diffo(M) is the time-t flow of u on M (see
Section 2.1.2). This defines the following homomorphism;
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Lemma 2.3.4. Let D be a Diffy(M)-orbit in the space of k-currents Dy,(M). Then the map

I(TM) — T(TD)

u - X"
is a Lie algebra homomorphism. That is, for u,v € I'(T' M), we have

(X" X*] = xlwvl,

Proof. To compute [ X", XV| = Lx« X", we use the formula for the Lie derivative:

d
LXuXv(h) - %

A

DO [X°(®Ya(h)], heD.

t=0

Here @, : D — D denotes the flow map on D along a given vector field X e F(Tﬁ), defined

by the ODE
d t t
L(@4(1) = X(@c (1),
(I)g( = id@

and D®% |, : T,D — Tq;,tx(h)@ is the differential of ®% at h.

For the fundamental vector field X, the flow is given by ®%.(h) = FI! _h by definition. Using
this, we have

d

XY (O (R —‘ FIE, (@ (h)) = —| FI.FI' A
( X X )) dS s=0 VT Uk’
and obtain
d d d
—| DO [X(PL.(h)]| = —| —| &3 (FIE.FIL. h
=0 X [ ( X ( ))] dtt:OdS s=0 X ( Uk TUK )
d d
= —| — FI' ' FI¥_FIt A
dtli=0dsls=0 * * UF ux
=L, L,h+ L, L.h
= —Lpuh = XM(R),
which completes the proof. O

Remark 2.3.5. At first glance, Lemma 2.3.4 may seem to contradict the standard result that
the fundamental vector field mapping g — I'(T'N) on a manifold N is an anti Lie algebra
homomorphism when the G-action on N is a left action [Leel2, Theorem 20.18]. The sign
difference in our setting occurs because of our identification of vector fields diff (M) with
derivations Der(C®(M)) = I'(T'M), where the mapping der: diff(M) — Der(C*(M)) by
u — L, is an anti Lie algebra homomorphism.

Proof of Theorem 2.3.3. For 6., = —L,8,,0, = —L,0,, with some u,v € diff (M), we com-
pute dns (04,0,) = dns, (X", X") explicitly, using the fundamental vector fields X", X" €
I'(TDo) given by X*(6,) = —L,0, X¥(6,) = —L,0,. We use the formula

dns, (X", X") = Lxuixens, — Lxvixens, — Lxu xv]0s, -
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2.3.  Symplectic structure on the codimenion-2 shape space

First, by Lemma 2.3.4, we have

1
s, (X X7T) = i, (X0H) = s, (= L 0y) = — B ittt

Next, we compute

. 14
Liutxens, = dt’ (X () = " | L )
1d *
=——|_ 0<5W,Flt Lplpft) = <5ﬂ,,£uavau>,

where @Y., is the time-t flow map of X*, given by ®%.(0,) = (FL,).d,, as explained in the
proof of Lemma 2.3.4. Similarly, we have Lxvixuns = %<67,£vLuLx,u>.

Combining these results, we obtain
u v 1
dns (X", X") = . (<57, Loytplppty — {0y, Lotylyty — {0, L[W]LI,@)
1
= (<(57, Loytytopt — Loylylppt — L[w]Lxu>) .

By direct computation, we simplify the expression inside the dual pairing;

Loytotapt — Lotutaph — Lup)left = Lutoleft — Lytyleft — Lylolapt + toLoytzpl
= tpLutaft — Lytylzpt
= Lplylg b + Lylbydlpft — dlylylefh — Lydly Lyt
= Lyl Lot — dlylylyfh.

Note that L, = mypu for the volume form p = dxy A -+ A dzyy,, and that 0, = 5, = 0.
Therefore, we obtain

1
dns, (X", XY) = —{6y, totuLlopt — diylylzt)
m
1
= {0y, Lyluft) — E@(Sv, Lobylgfh)
= w(sw(Xu,Xv) — 0.

Thus we have shown dn = w. O

Theorem 2.3.3 can be extended from R™ to a general manifold M equipped with an exact
volume form;

Theorem 2.3.6 (Liouville form on M with an exact volume form). Let u be a volume form
on M such that j = dv for some v € Q™1 (M). Define a 1-form 1 on Do by

M5, (—Lady) = (6, L.
Then dn = w.

Example 2.3.7. The Liouville form 7 in Theorem 2.3.3 is a special case of Theorem 2.3.6
with (M, u) = (R™, dxy A -+ - A dzyy,) and

1
= 7in dxizr A - AN dTipm—1,
m ~
K3
where the indices are taken modulo m.
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Proof of Theorem 2.3.6. Let (5'7 = —L,0, 507 = —L,0, with some u, v € diff(M). Using the
same computational routine as in the proof of Theorem 2.3.3, with the fundamental vector
fields X*, X" e I'(TDp), we compute:

dns, (0, 0,) = Lacutxon — Lxcotxnn) — Lxw xo]7)
= {6y, Lyty) — {0n, LotyV) — {0y, LpupV)
= {8y, tylydv — diyLyv)

(B tatatt) — 0yt
= (,(}5"{ (57, SA/) - 0

O

Remark 2.3.8 (Proof via tilde calculus). Theorem 2.3.6 can alternatively be proved using the
tilde calculus introduced by Haller and Vizman [HV03, Viz11]. We explain this approach in
the appendix of this chapter (Section 2.4).

Remark 2.3.9 (Liouville form on a closed manifold). We are not aware of the existence or
non-existence of a Liouville form on a general closed manifold (M, i1). There are a few special
cases where exactness has been proved. For example, the space of two distinct points on the
sphere, equipped with the MW form (see Section 2.3.5), is symplectomorphic to the cotangent
bundle of a certain space and therefore admits a Liouville form [OU13].

However, we speculate that exactness of the MW form is unlikely in the general case when
the volume form i is not exact, or at least that a Liouville form may not admit an explicit
expression.

In contrast, we will explicitly define a Liouville form in the prequantum sense (Definition 4.2.2)
on the space of implicit representations of submanifolds in a generic closed ambient manifold.
Our result does not, however, directly extend to unbounded manifolds, including simple cases
such as R™.,

Remark 2.3.10 (The Liouville form 7 is not a connection form). The fibration 7: Emb(S, M) —
UEmb(S, M) is a principal G-bundle, where the structure group G is the group of reparametriza-
tions Diff *(.S). Using the Liouville form 7 defined in Theorem 2.3.6, we define a 1-form

7 = m*n on Emb(S, M). By construction, dj = 7*w, and 7} is equivariant under the

Diff*(.S)-action. However, it is not a connection form, as it lacks vertical reproducibility:

since ker dm < ker7), we have ﬁﬁ(é) — 0 for any ¢ e diff(S), where £(3) = d5(¢) is the

fundamental vector field corresponding to £ at 7.

On the other hand, the Liouville form on the space of implicit representations that we will
define does yield a connection form (Proposition 4.3.6).

2.3.3 Momentum maps on UEmb(S,R™)

The Liouville form 7 of the MW form w can be used to describe conserved quantities of
Hamiltonian systems on O. As in finite-dimensional symplectic geometry, when a Lie group GG
acts on O, amap J: O — g* is called a momentum map if

KI(),. &), = tgw]
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2.3.  Symplectic structure on the codimenion-2 shape space

for any v € O, € € g, and its fundamental vector field fe [(TO). If a given Hamiltonian
function H: O — R is invariant under the G-action, then J(7;) € g* is conserved along the
Hamiltonian flow ;.

When the Liouville form 7 is also invariant under the G-action, the momentum map can be
expressed as

d(J(7),&) = tgw = Len — dign = —d(n(£)),
so that (J(v),&) = —n(€), up to addition of a constant.

Example 2.3.11. Consider the rotation action of SO(3) on UEmb(S', R?) = Dygmpst r3).-
The fundamental vector field é € I'(TDygmn(st rsy) associated with § € so(3) is given at

each &, by £(0,) = —Lp 0, where R € sdiff (M) is the rotational vector field defined by
Re(z) = & x x on R3.

Since the Liouville form 7 (2.3.4) is invariant under rotation, we have (.J(-),£) = —n(€), up to
an additive constant. Therefore, the angular momentum J(.,) € s0*(3) at 6, can be computed
from R¢ and and the expression (2.3.3). Since R¢(z) = £ x @ = curl (—3z x (£ x 2)), we
have

1

T =~ | den(0,3,609)ds

_ L <—;x X (€ x x))b

= Flux 5(0y, Re), € € 50(3),

where 7 is any parametrization of v and the flat operator b: diff(R*) — Q'(R?) is defined
with respect to the Euclidean metric.

The quantity (J(7),£) can be interpreted as the signed volume of the surface of revolution
obtained by rotating v about the axis £/|£| € s0(3) =~ R?, multiplied by |£]|.

On R™, the Liouville form 7 is not invariant under SDiffo(R™); for instance, its value depends
on the choice of origin and is therefore not translation-invariant. It is preserved only by

volume-preserving linear transforms x — fx with f € SL(m), which form a finite-dimensional
subgroup of SDiff*(R™).

In contrast, the Liouville form on the space of implicit representations we will introduce in
Section 4.2 is invariant under SDiff* (M) for any closed manifold M (see Section 4.4.1).

2.3.4 Riemannian and formal Kahler structure

So far, we introduced the MW structure using only a volume form on the ambient manifold M.
When a Riemannian metric is given on M, we can additionally equip O with a Riemannian
structure.

Assume now that M is equipped with a Riemannian metric ¢ inducing the volume form p. We
first define an almost complex structure, that is, a vector bundle homomorphism J: TO — TO
satisfying J? = —id.
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Let O := 71O be the parametrization space of O via embeddings. We define an operator
J:TO - TO by projecting each 7 € T} O onto the normal bundle Ny O, and then applying
a 90-degree rotation in N~O with respect to the metric g, oriented so that

(s (5), -, 0,7(5), TH(5),3(5)) 2 0,
where s = (s1,...,s,) is any local chart consistent with the orientation of 7.

Since ker J = kerdr and J is invariant under reparametrization, it descends to an almost
complex structure J on O, defined by

T4 = dr|5(J7)
with any representatives 4 of 7 and 7 of 4, respectively.
With J and the MW form w, we define a Riemannian metric on O by
Gy(%:9) = wy (%, T (9))-
In terms of de Rham currents, this becomes
G, (—Luby, —Ly0y) = (0ys Lotupt),

where 0 is any vector field on M satisfying 0oy = J(vo~).

We remark that the triple (G,w, J) defines a formal Kahler structure in the sense that
g(j> ) = CU(', )

Strictly speaking, this is not a Kahler structure in the classical sense, which additionally requires
a complex structure i.e., the existence of holomorphic coordinates [Lem93, MZ96].

In some infinite-dimensional settings, including our case, the Nijenhuis tensor
N(’Y’%) = [\777\7;}’/] _j[j’%)ﬂ - j[’%j}ﬂ - [77’3/]7 "}/,’3/6 T’YO

vanishes [Bry09, Theorem 3.4.3][Hen09, Theorem 2.5], but this does not imply the existence
of a complex structure [Lem93, Theorem 10.5]. This contrasts with the finite-dimensional case,
where vanishing of the Nijenhuis tensor is equivalent to integrability. For details, see [Hen09,
Chapter 2] for example.

2.3.5 Base Dimension 2

We briefly discuss the case where the dimension m of the ambient manifold M is 2, which
is a finite-dimensional setting in contrast to m > 2. Although many aspects are simplified
in this case, the symplectic structure requires additional care: orientations of points must be
supplied explicitly, as they are not encoded in the embeddings themselves.

We regard the domain S as a collection of N distinct points. The space of embeddings is
Emb(S, M) := M™M\A = {(21,...,25) € MY | 2; # zy, for j # k},
which is a smooth 2/N-dimensional manifold.
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2.3.  Symplectic structure on the codimenion-2 shape space

In contrast to higher-dimensional settings, this space does not carry orientation data, that is,
whether each point is embedded positively or negatively. Hence we need to manually attach
the orientations [ = (Iy,...,Iy) € {£1}" to the symplectic structure. Namely we define

@5(¥,7) : wau%% Z]u%ne (2.3.6)

where 7,7 € T5Emb(S, M) = T,,M x --- x T, M, and 7; denotes projection onto the
J-th factor. Since the volume form p is symplectic on a 2-dimensional manifold M, @5 is
non-degenerate and thus already symplectic.

We may still consider the unparametrized shape space
UEmb(S, M) := Emb(S, M)/ Diff*(S),

by quotienting out the reparametrization group Diff*(S) := Sym(k;) x Sym(ks), which
permutes the k; positively oriented and &y negatively oriented points, with k; + ks = N.

Using currents (which are simply distributions in base dimension 2), we can encode orientations
directly to the shape 0, € Dygmb(s,m) < Do(M) by

N
= Y16,
j=1

with the Dirac delta distribution ¢, at each x;.

Then, for 57 = —L,0, and 37 = —L,0, with vector fields u,v € I'(T'M), the MW structure
is defined

Ws, (= Ly, —L405) = {6y, Luluft)

in the same way as for higher dimensional cases. This evaluates to

<(5'ya Lobufl) = Z <(5ac]alu u,v)) Z (Vi Vi)
which agrees with the pointwise expression of the MW form (2.3.6).

2.3.6 Toward implicit representations: the space of all the
codimension-2 shapes

We considered the explicit shape space consisting of embeddings modulo reparametrization for
each fixed manifold S. We conclude this section by defining their disjoint union:

X := | |UEmb(S, M)
S

where S runs through all oriented, closed n-dimensional manifolds. Thus, the explicit shape
space X is the set of all closed n-dimensional submanifolds of M, also known as the space of
n-dimensional nonlinear Grassmannians [HV03]. Each v € X lies in a unique UEmb(S, M),
and we have T, X = T,UEmb(S, M). Hence, the symplectic structure w defined on each
UEmb(S, M) naturally extends to X'. For simplicity, we will identify X with its current
counterpart Dy via the injection Z: X — D,,(M) without further mention.
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Example 2.3.12. If m = 2, the space X = ||, {3}, Lidw, | I € {~1,1}, ze MM A}
is all the possible configurations of finitely many unordered oriented points. If m = 3,
X = | |;cy UEmb <|_|k St M) consists of all smooth links with finitely many knot components.
If m > 3, then S may be a disjoint union of different types of manifolds.

2.4 Appendix: Liouville form via the tilde calculus

An alternative approach to prove Theorem 2.3.6 is using the so-called tilde calculus, also
known as the transgression of differential forms, presented in [HV03, Viz11]. The tilde calculus
is driven by the tilde operator which takes as input a differential form in a finite-dimensional
manifold and outputs another differential form in an infinite-dimensional manifold.

Let M be an m-dimensional oriented manifold and S be n(< m) dimensional closed (i.e.,
compact & boundary-less) oriented manifold. Let us define the tilde operator

Y QR (M) — QF(UEmb(S, M))

a—

for k > n by

(U1 0, Uy O7Y) = J Yy« - by )
s

where v € UEmb(S, M) and uy 07, ..., ux_, 0y € T,UEmb(S, M) with some uy, ..., ux_, €
D(TM).

The framework of the tilde calculus allows a simple expression of the Marsden—Weinstein
structure:

Example 2.4.1 (The Marsden—Weinstein form). Let x be a volume form on the ambient
manifold M and let the dimension of S be n = m — 2. Then the Marsden—Weinstein form
(2.3.1) is written as ji € Q*(UEmb(S, M)). Eplicitly, it is

fiy(uoy,voy) = f V* Lobut.
M

The tilde calculus has useful properties. In particular, we can use the commutativity between
d and ~ [HV03, Lemma 1] to show the exactness of the Marsden—Weinstein form.

Proposition 2.4.2. We have da = da.

With this, the exactness of the Marsden—Weinstein form /i is a direct consequence of the
exactness of f.

An alternative proof of Theorem 2.3.6. The 1-form 7 given by 75 (—=L,0,) = {0y, tup) in
Theorem 2.3.6 agrees with fi. Applying to Proposition 2.4.2 to i = dv, we get

fi = dv = db.
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CHAPTER

Implicit representations of
codimension-2 submanifolds

In the previous chapter, we reviewed the explicit representations of codimension-2 submanifolds
as embeddings of a manifold into an ambient manifold. In this chapter, we introduce implicit
representations via a class of complex-valued functions and study the geometric structures of
the space of these implicit representations.

This leads to further study of its relation with the Marsden—Weinstein symplectic structure of
the codimension-2 shape space (Chapter 4), and its exploitation for numerical simulation of
curve dynamcis (Chapter 5).

3.1 Introduction

Codimension-1 submanifolds—such as curves on a surface and surfaces in a three dimensional
space—can be implicitly represented using a level set function. This representation naturally
extends to multi-codimensional submanifolds using multiple level set functions. Specifically,
when the codimension is 2, submanifolds—such as curves in a three dimensional space and
surfaces in a four dimensional space—can be expressed as the zero sets of complex-valued
functions.

Such implicit representations via complex functions are useful for studying the geometry and
dynamics of submanifolds. For instance, prior work has exploited these implicit representations
to study the dynamics of space curves, such as curve-shortening flow [RMXO01] and quantum
vortex filaments governed by the Gross-Pitaevskii equation [OTH02, VKPS16, JS18|.

In the present and the next chapter, we investigate the space of these implicit representations
for codimension-2 submanifolds. In particular, we study its geometric structures related to the
Marsden—Weinstein (MW) structure.

As in the previous chapter, let us denote O a Diffy(M )-orbit in the space of codimension-2
submanifolds, represented by embeddings modulo reparametrization. We call O the explicit
shape space. The implicit representation we define for each element in O is not unique, as
multiple complex-valued functions can share the same zero set. This redundancy makes the
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implicit shape space Fo a fiber bundle over the explicit shape space ©. ! Each element
1 € Fo is a complex-valued function over M, while each point v € O is a codimension-2
submanifold in M. The projection from Fp to O is to extract the zero set and the orientation.

This chapter builds a foundation of implicit representations for our further investigation in
the subsequent chapters, which leverages their non-uniqueness. In Chapter 4, we study the
geometry of the implicit shape space related to the Marsden-Weinstein structure. Specifically,
we reveal a prequantum structure on a certain quotient space of the implicit shape space
Fo over the explicit shape space O. In Chapter 5, we exploit this redundancy to develop a
numerical method for space curve dynamics.

Conventions In the last chapter, we introduced the explicit shape space in terms of
embeddings modulo reparametrization, and in terms of de Rham currents. Throughout this
and the following chapter, we identify the explicit shape space X" of all the codimension-2
submanifolds with its counterpart Dy in terms of de Rham currents, as well as each Diffy(M)-
orbit O with the corresponding currents Do, without explicitly restating this identification.

3.2 Implicit representations of codimension-2 shapes

We define the space F of implicit representations of submanifolds as a subset of C*°(M, C)
as follows. The space F consists of functions 1 such that the zero set 1~!(0) is nonempty,
and the differential dv)|, : T, M — C is surjective at each z € 1)~(0).

Define a fibration II: 7 — X by assigning to each @) € F a unique v € X such that
im~ = ¢~1(0), with the orientation of ) determined as follows. For v € UEmb(S, M) with
some S having k connected components, there are 2¥ possible orientations. Among these, we
select the unique one satisfying

f Imd—w =21 ¥ ny(S)
ER

for any oriented (m — 1)-dimensional topological disk ¥ intersecting transversely with ~(5),
where X n () denotes the signed intersection number between 3 and 7(S5).

»

Figure 3.1: Left: Visualization of an implicit representation 1) € F on the plane z = 0 in R3
for a Borromean ring v € X'. Each color represents a phase i.e., the preimage of an element
s € S! under the phase map ¢ = ¢/|1)|. Middle and right: Visualizations of the preimages of
two distinct elements in S' as surfaces bordered by imy = ¢)~!(0). These preimages have
codimension 1, and their intersection has codimension 2, representing im .

1Similar to O, the space Fo is more precisely described as a subset of the space of complex-valued
functions, characterized by the orbits under a certain group action.
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Existence of implicit representations The fibration II: F — X is not surjective. More
precisely, our implicit representation of shapes is limited to codimension-2 submanifolds that
are exact in homology; that is, each v must be the boundary of an oriented codimension-1
submanifold .

In this case, we can construct a map 6: M\im~vy — T! as the solution to the Dirichlet
boundary problem:

Af(x) =0 forx¢X,
O(x) - 21 asz — Xy,
f(r) >0 asz— X,

where Y and 3, denote the front and back sides of X, respectively. Given any smooth
non-negative function p such that p=!(0) = im~, we can define an implicit representation
Y by ¢¥(x) = p(x)e?®@. For M = S™, viewed as the one-point compactification of R™, the
so-called solid angle field (visualized in Figure 3.1) is a special case of such a phase field ¢%
[BDR20, Cl24].

Remark 3.2.1. In this article, we consider unlabeled shapes by taking the quotient of
Emb(S, M) by Diff *(.9), rather than by Diffy(S), as noted in Remark 2.2.2. Our implicit
representations are naturally suited to this setting, since the level set of each 1 is unlabeled
and unparametrized, yet having the orientation as explained above.

Remark 3.2.2 (Relation with open book decomposition). Each ¢ € F can be interpreted as
a (relaxed) instance of an open book decomposition in contact geometry: a decomposition of
the ambient manifold M into an m — 2 dimensional submanifold B called the binder, and a
family of m — 1 dimensional submanifolds {3,}cs1, called pages, such that 03, = B for each
s € S [Gei08, Etn05].

For a given ¢ € F, if the phase map ¢: M\¢y~1(0) — S', defined by ¢(z) = ﬂg' is a
submersion, then the zero set {¢) = 0} serves as the binder, and the level sets {¢!(s)} st
form the pages. Even if ¢ fails to be a submersion, its level sets still form a foliation of M,
and almost every s € S! is a binder by Sard’s theorem.

Orbit space The full space F is large and, in particular, consists of multiple connected
components. Just as in the case of the explicit representation space X', where each connected
component is a Diffy(M)-orbit O, we focus here on a single orbit &/ — F under the action of
the following group.

We define the semi-direct product group
DC := Diffy(M) x Exp(C*(M,C)),
where Diffy (M) acts on Exp(C*(M,C)) = {e* | ¢ € C*(M,C)} via

fef=e?oft feDiffo(M),e? e Exp(C*(M,C)).

The Lie group DC has a Lie algebra ©¢ = diff (M) x C*(M, C) with Lie bracket
[(u,a), (v,0)] = ([u,v], —L,b+ Lya), wu,vediff(M), a,be C*(M,C), (3.2.1)

where [u, v] denotes the Lie bracket of vector fields on M.
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Proposition 3.2.3. The operation D€ x DC — D given in (3.2.1) defines a Lie bracket
i.e., it is a bilinear skew-symmetric form satisfying the Jacobi identity.

Proof. These properties can be verified by a straightforward computation. O

We now define an DC-action on F by

(f,e?)>v=@of1)-e? (fe?)eDC,peF.

Let Uy, = F denote the DC-orbit containing ¢ € . The tangent space at v is

Tylhy = {—L, + o | (u, p) € DE}.

Given v = IIth € X and o) = —L,0) + o € Tyly, we have dH(QL) =wuoyeT,X. Using
the identification of A" with de Rham currents Dy, this becomes dll(¢y)) = —L,0, € T5 Dy.
Hence, we obtain

I(U,) = Ony,

where Opy, is the Diff (M )-orbit of IIy) € X.

For the remainder of the present and the next chapter, we denote these orbits simply by
Uc F and O c X (or Do < Dy under the identification), without specifying a subscript v
or v for indicating a particular orbit.

Remark 3.2.4. The semi-direct product group DC = Diffy(M) x Exp(C*(M,C)) is the
simplest extension of Exp(C*(M,C)) by Diffy(M). That is, there is a split short exact
sequence of groups

1 — Exp(C*(M,C)) — DC — Diffo(M) — id,.

On F, the group DC acts analogously to Euclidean transformations, combining rotation and
translation. The composition rule is

(f27€<p2) © (f176@1) = (f2 © f17 (64‘01 © f;l) '€<P2) )

and idy; x Exp(C* (M, C)) is a normal subgroup in DC.

3.3 Geometry of fibers

In this subsection, we study the geometry of the fiber bundle II=*(O consisting of implicit
representations over a Diffy(M)-orbit O of explicit representations, as well as the geometry
of a DC-orbit U within II7*(©.2 In particular, we show that while I/ is path-connected, each
fiber may have multiple connected components, and the number of these components equals
the rank of the first integral de Rham cohomology group of M.

2Clearly, II"'O contains a DC-orbit I/, but at this point we do not know whether &/ = II=1O. For further
discussion, see Conjecture 3.3.5.
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We define a fiber-preserving group action on II"'O. For each v € O, let Diff (M) be
the connected component of the stabilizer of v containing id;;. This is the subgroup
of Diffo(M) consisting of diffeomorphisms f for which there exists a path {fi}ic[o1] <
Diffo(M) such that f; oy = ~ for all t € [0,1], with fo = idy and f; = f. Then
DC, := Diff, (M) x Exp(C*(M,C)) acts on U as a subgroup of DC, preserving each fiber
IT-'y. This action is clearly free on each fiber, and it turns out to be transitive on each
connected component of the fiber.

We emphasize that both components of the DC,-action, Diff, (M) and Exp(C* (M, C)),
must work together to achieve connected component-wise transitivity. Indeed, U, = II"'y nU
(and hence II7'v) may not be attained by the action of either Exp(C* (M, C)) or Diff. (M)
alone, as illustrated in the following examples.

Example 3.3.1 (Non-transitivity of Diff. (M )-action). Let v be four points {z.};_, on M =
R? where where 21, 2, have positive orientations and z3, z4 have negative orientations. We then
let 1)y be an implicit representation of 7 defined by ¢y(2) = (2 — 21)(z — 22)(z — 23) (2 — 24),
and 1y := 1e™? as illustrated in Figure 3.2. These two functions clearly lie in the same
fiber IT~!, but there is no diffeomorphism f such that ¢, = vy o f resolving the topological
differences of the phase level sets. In contrast, the group action of ¢/ € Exp(C*(M, C))

joins 1y and ).

Figure 3.2: Implicit representations v (left) and v, = e’ (right) of four points in
R%. Each color indicates a phase value of ¢ = v/|1)|. The highlighted light-blue and red
curves correspond to the level sets ¢~'(1) and ¢~ !(e'™), respectively. Clearly, there is no
diffeomorphism f such that ¢y o f = /7 that can handle the topological changes in these level
sets.

Example 3.3.2 (Non-transitivity of Exp(C®(M, C))-action). Let M = R?, and consider
implicit representations v, ¢, defined by ty(z,y) = = + iy and Y1(x,y) = = +y + iy.
These functions share the same zero at (z,y) = (0,0) and the same orientation. However,
there is no nowhere-vanishing smooth function ¢ such that ¥; = p). Indeed, the quotient
fﬁ—l =1+ % - 27;%2 is discontinuous at the origin. On the other hand, with the

dioffeomorphism f(z,y) = (x —y,y), we attain 1)y = 1pgo f.

The non-transitivity of the Diff.,(A/)-action and the Exp(C* (M, C))-action separately holds
on any ambient manifold M, as it is caused solely by local information of implicit representations
near the zero level set. For instance, on M = S? regarded as the one-point compactification
of R?, the same choice of pairs vy, 11 as in Example 3.3.1 and Example 3.3.2 works, with the
modification that |tg|, [11| — 1 at infinity so that they are smooth functions on S?.

We now show that the action of DC, is indeed transitive on each connected component of
the fiber II71, and that the number of connected components is determined by the topology
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of the ambient manifold. Let H},(M,Z) be the first integral de Rham cohomology defined by

Hip(M,Z) = {[n] e Hip(M.R)

Lne Z for any [o] € Hl(M,Z)}.

Then we have the following relation;
Proposition 3.3.3. For each v € O, we have a bijection

'/ DC, = Hip(M,Z).

To prove the proposition and highlight the roles of Diff., (M )-action and Exp(C* (M, C))-
action separately, we introduce two equivalence classes.

Definition 3.3.4 (Twist class and conformal class). We say v, 1, € IT"!v are in the same
twist class if there is a diffeomorphism f e Diff. (M) such that ¢ = ¢y o f.

We say 1), 11 € II71y are in the same conformal class if there is a nowhere vanishing function
¢ e C*(M,C*) such that ¥, = (.

Figure 3.3: A ribbon of an implicit representation ¢ for the Hopf link ~. For each regular
value s € S! of the phase field ¢ = 1)/|1)|, the ribbon R, (opaque cyan) is defined as the
intersection of ¢!(s) (translucent blue) and a small tubular neighborhood of im+.

Intuitively, 1o and ¢, are in the same twist class if their ribbons (Figure 5.3) have the same
total twists and hence are diffeomorphic to each other. On the other hand, 1y and 1, are in
the same conformal class if they share the same shear states (i.e., the rate of phase change)
around the zeros so that 1, /1) exists and smooth on the zeros.

Proof of Proposition 3.3.3. We first claim that for each pair 1,7, € II71v, there exist
functions e¥°, e#* € Exp(C* (M, C)) and a diffeomorphism f € Diff. (M) such that (e¥°¢y)o f
and e®1); lie in the same conformal class.

To see this, take some ¢g, 1 € C*(M,C) so that, letting 1/30 = e¥%1)y and 1&1 = ey,
we have |¢g| = |1/1] in a small tubular neighborhood B of im~, and the phase field ¢; =
% B\im~y — S! is a submersion for j = 0, 1.
J

We can take coordinates (p, z) in B with p € im~y and z := z@o(p, -). Then consider a tubular
sub-neighborhood Br = {(p, 2) | p € im~, |z| < R} small enough so that ¢ is injective on
each circle S5 = {(p, 2) | |2| = ¢} for p € imv and € < R. Then for a sufficiently small
r < R, there exists f € DC, such that 1/;0 of = 7'1;1 inside the smaller tubular neighborhood
B, ={(p,z) | peim~,|z| <r} and f = id outside Bp, as illustrated in Figure 3.4. Here 7
is a smooth function on B, of the form 7(p, z) = € with some T'-valued function 6.
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Outside B,., the function wf—;f is smooth and nowhere vanishing. Hence there exists a smooth
function ¢ € C®(M,C*) such that ¥y o f = Ctb; and ¢ = 7 inside B,, showing that 1 o f

and 1) are in the same conformal class.

We now note that the following is an exact sequence:
0 — Z 2225 0(M, C) =B O%(M,C*) > Hip(M,Z) — 0

where h: C*(M,C*) — H})(M,Z) is defined by (k) = [Im L 451 Therefore ( defines an
element h(¢) € Hi,(M,7Z), and the functions 1y o f and 1, are in the same twist class if and

only if h(¢) = [0].

On the other hand, each pair of elements [1;], [12] € Hiz(M,Z) define elements [(1], [(.] €
C®(M,C*)/Exp(C®(M,C)) such that (11 and (% for any choice of ¢ € II71v, and the
representatives (1, (; are in the same DC,-orbit if and only if [1;] = [12]. This completes the
proof. O]

Hence we have shown that, while a DC-orbit I/ is path connected, each fiber II=!v consists
of a disjoint copies of a DC,-orbit associated with the discrete group Hj,(M,Z).

\ .

1&0(29, z) = ,2) = zell? oF 1/30 of

Figure 3.4: Level curves (13_1(1),9%_1(6’%),5_1(—1), ¢~1(¢"%) of the phase maps ¢ = 1/}
of implicit representations @Eo(p, z) = z (left), @Zl(p, z) = zell® (middle), and Yoo f (right),
on the tubular domain B sliced into a disc at fixed p € im~. The diffeomorphism [ rotates
these level lines on each circle Sy = {(p, z) | |z| = €} for € < R so that Yy o f agrees with

inside the smaller domain B, (dark gray) and with o outside the larger domain Bg (light
gray).

Is the fiber bundle F, := II-!'O larger than a single orbit 2/? Since each fiber [~
is an orbit of Diff, xC®(M,C*), the entire fiber bundle Fo := II7*O over a fixed O is
a Diffo(M) x C*(M,C*)-orbit. As each fiber has multiple connected components when
H},(M,Z) + 0, the fiber bundle Fo appears to be strictly larger than U/, a single orbit under
the action of DC = Diffo(M) x Exp(C* (M, C)). It, however, turns out that F» = U at last
for the case of the base dimension 2 as illustrated in Figure 3.5. By moving around zeros while
multiplying functions in Exp(C*® (M, C)), we can overcome topological changes of phase level
lines. We expect that a similar argument holds in higher dimensional cases and the result
remains valid:

Conjecture 3.3.5. Let O be a Diffo(M)-orbit in the explicit shape space X, Fo =110
be the entire fiber bundle over O, and U be a DC-orbit in F». Suppose each connected
component of M intersects with im v for vy € O. Then Fp = U.
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Yo

(D

Figure 3.5: A transition of the implicit representation from 1), (top left) to 1, (bottom right)
for two points v on the torus T2. In both %, and %, the colored curves represent level
sets ¢ !(s) of some phases. Clearly, 1)y and 1, belong to different connected components
of the fiber 771v. Nevertheless, they lie on the same DC-orbit. Starting from g, we first
multiply by some e¥' € Exp(C* (M, C)) to compress the support of d¢ into narrow bands,
visualized as thick gray curves in 1,. Next, multiplying v;, by e#? € Exp(C*(M, C)) merges
two level curves, producing v;,. Applying a diffeomorphism f; moves the level lines, yielding
4, and a second diffeomorphism f, transforms v, into ¢,. Finally, multiplying by another
e?3 € Exp(C*® (M, C)) decompresses the support of d¢, resulting in ;.

We conclude this subsection by observing that an Diffo(M) x C* (M, C*)-orbit Fp is locally
a DC-orbit U and they share the same tangent space at each ¥ even if U < Fo. In this
section and the next section, we still focus on local arguments on U/, which are all available on
Fo when we consider prequantum G-bundles in Section 4.3.
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CHAPTER

Prequantum structure on the space of
implicit representations

In this chapter, we further study the geometry of the implicit shape space Fp, related to
the Marsden—Weinstein symplectic structure on the explicit shape space O. In particular, we
construct a prequantum bundle over O as a certain quotient space of Fp. This reveals a new
geometric interpretation of the Marsden—Weinstein form.

4.1 Overview

As we saw in Chapter 3, the fiber bundle Fo of implicit representations has a natural geometric
interpretation. Each complex function i) € Fp representing a codimension-2 submanifold
~v € O carries additional information in the form of its complex phase. The level sets of
this phase function constitute a S'-family of hypersurfaces in the ambient manifold M, that
are bordered by . For the motion of each of these hypersurfaces, we can consider the
swept volume. Hence any motion of 1) induces the average volume swept out by these phase
hypersurfaces.

From this observation, we introduce a quotient space of F». In each fiber, we define two
hypersurface configurations as equivalent (~) if they can be continuously deformed into each
other while keeping their boundaries fixed and maintaining zero net volume change throughout
the motion. The space of equivalence classes is denoted by P := F»/ ~, which is still a fiber
bundle over O. We call P the volume class for the implicit shape space.

It turns out that the volume class P over O carries a prequantum bundle structure, where each
fiber consists of multiple copies of a circle, reflecting the first integral de Rham cohomology
H},(M,Z). This is a relaxation of a standard definition of a prequantum bundle which usually
requires each fiber to be a complex line or a circle, while each fiber of our bundle is still one
dimensional.

The connection form ©p on this bundle is defined such that the horizontal lift of any path in
O corresponds to a motion of phase hypersurfaces that sweep out zero net volume along the
path. With this setup, we have the following theorem.
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Theorem 4.1.1 (Theorem 4.3.7). The fibration IIp: (P,0p) — (O,w) is a prequantum
G-bundle where w is the MW symplectic form and the structure group is G = S' x H} (M, 7).

In other words, the curvature of the connection ©p agrees with the MW symplectic form. As

a consequence, this prequantum bundle allows the following geometric interpretation of the
MW form:

Corollary 4.1.2 (Corollary 4.3.9). Consider a closed path 0% in O that bounds a 2-dimensional
disk 33, representing a cyclic motion of a codimension-2 submanifold v, € M for 0 <t <1,
with 9 = 1. Let []p be a horizontal lift over y; and ¢; = 1y /|1|: M\p;71(0) — S be
the phase map of a representative 1, € [{|p. That is, v, bounds a family of hypersurfaces
{07} sest, defined by of = ¢;'(s) and the average volume swept out by of remains zero at

eacht, ie.,
1
J J Lo,os b ds = 0,
271' ! crf ¢

where 11 is the volume form on M.

Then, the volume enclosed between o and o}, averaged over s € S', equals to ([ w, where
w is the MW form on O.

In the limiting case of Corollary 4.1.2, where the phase of ¢/, becomes constant except a 27
jump at a single hypersurface o; bounding ~;, the result simplifies to the following corollary.
This version has no explicit reference to the complex function ;.

Corollary 4.1.3 (Corollary 4.3.10). Let ¥ be a disc and {;}scj0,1] be a path in O as in
Corollary 4.1.2. Suppose that each v, bounds a hypersurface, i.e., v, = 0oy, and that the
volume swept out by o, remains zero at each t. Then, the volume enclosed between o, and
oy agrees with {{ w.

Related work on prequantum bundles over the codimension-2 shape spaces There
are other prequantum bundles over (O,w). In [HV03], Haller and Vizman constructed a
prequentum circle bundle by covering O with a collection of open sets {U;}; and gluing the
sets {S! x U;}; using carefully chosen transition functions that ensure a prequantum bundle
structure. Another approach, utilizing differential characters, was introduced in [DJNV20].
Presently we are not aware of any explicit relationships between their proposed prequantum
bundles and ours.

However, we emphasize that, unlike these previously established prequantum bundle structures,
our framework is inherently local. Specifically, we focus on submanifolds that are exact in
homology, meaning they must bound codimension-1 domains. Consequently, the existence of
our prequantum bundle is restricted to such exact submanifolds as explained in Section 3.2.

Future work The codimension-2 shape space admits not only the MW structure but also
other symplectic structures, as recently shown in [BIM24]. In this article, we focus specifically
on the MW structure. Extending our framework to a wider class of symplectic structures is an
interesting direction for future work.

1Precisely, we normalize © and w in Theorem 4.3.7 so that the normalized © is a connection form in a
standard definition of principal bundle. For details, see Section 4.3.
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Secondly, we restrict our attention to the space of embeddings modulo reparametrization,
meaning that self-intersecting shapes are outside the scope of this study, even though the
MW form is defined on the space of immersions. On the other hand, the tools we employ
from geometric measure theory, such as currents, are capable of handling such singularities.
In the future, we aim to extend our framework to accommodate topological changes and
reconnection events in shapes.

Organization of the chapter In Section 4.2, we define a 1-form © on F» and show that it
defines a Liouville form for the MW form w € Q%(O) in the prequantum sense, i.e., [I*w = dO
via the fibration II: F» — O. Our proof, using geometric measure theory, offers a geometric
interpretation of © in terms of the swept volumes of phase hypersurfaces.

In Section 4.3, we define the volume class P as explained above. We show that © factored onto
P becomes a connection form ©p forming a prequantum G-bundle Tlp: (P,0p) — (O, w)
with the structure group G = S' x H},(M,Z).

In Section 4.4, we study additional structures that implicit representations and prequantum
structures reveal, such as horizontal Hamiltonian vector fields on P with respect to the
connection ©p, and a degenerate formal Kahler structure on Fp.

4.2 Liouville form in the prequantum sense

In this section, we present one of our main results: the MW symplectic form w on O over a
general closed manifold M admits a Liouville form in the prequantum sense. In the rest of
the chapter, we assume that the ambient manifold M is closed, in contrast to the setting in
Section 2.2 for the explicit shape space.

Definition 4.2.1. Define the following 1-form on each DC-orbit U/ of F:

N b
Oy (1Y) = %JM ImW i, (4.2.1)

where ¢ = —L,1 + pib € T,U for some (u, ) € DC.

At first glance, the integral in (4.2.1) may appear divergent as the integrand is unbounded
near the zeros of ¢). However, we will show that it is in fact finite. We also demonstrate that
the value ©,(¢) has a clear physical interpretation (Remark 4.2.15).

Definition 4.2.2 (Formal prequantization and Liouville form). Let (B, ) be a symplectic
manifold, and let £ be a manifold equipped with a 1-form «. We say that a fibration
w: EE — B is a formal prequantization, and that « is a Liouville form of 3 in the prequantum
sense, if

da = 7.
Theorem 4.2.3 (Liouville form for the MW structure in the prequantum sense). Suppose M

is a closed manifold equipped with a volume form 1. Then the fibration 11: (U,©) — (O,w)
is a formal prequantization.
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Proof strategy To prove the theorem, that is, to show d© = IT*w, we combine a standard
approach in differential geometry with the coarea formula from geometric measure theory. We
compute the exterior derivative of © by the formula

d@¢(¢, QZ) = £y1 Ly2@w — £Y25Y1@w — L[Y1,Y2]@w (422)

for each ¢ €e U and @b, ¢ e TyU. Here, the vector fields Y7, Y, € ['(TU) are arbitrary extensions
of the vectors 1, 1) respectively; that is, Y|, = ¢ and Ys|, = 9.

To perform this calculation, we first choose specific vector fields Y; and Y, and explicitly com-
pute each term in (4.2.2). This calculation leads to a simple expression of d© (Lemma 4.2.12).
As the final step of the proof, we show that the fibration Il : # — Do < D,, (M) is
decomposed into IT = 0o A (Lemma 4.2.13) using the coarea formula, where the map
A:U — D,,—1(M) assigns to each 1) its circle differential (m — 1)-current, as defined below
(Definition 4.2.4), and 0: D,,_1(M) — D,,—2(M) is the boundary operator for currents.

Definition 4.2.4 (Circle differential 1-form and (m — 1)-current). Using the normalization
map 7: C* — S' given by z — % and the standard Haar measure o € Q'(S") on S* with

§s1 0 = 2m, define the circle differential 1-form A, € Q' (M\)~1(0)) by
Ay = P*T*0.
This induces the map A: F — D,, (M) by
(W), B) = f Ao A B, BeQn(M). (42.3)

M
We call A(¢)) the circle differential current.

The circle differential Ay represents the gradient of the phase of 9. In fact, there is a small
neighborhood N, around each point z € M\1~1(0) such that 1 is locally represented by
Y(y) = r(y) - €4 with some function r: N, — R.g and ¢: N, — R with do = \,.

The integral (4.2.3) is well-defined because the integrand Ay, A « is defined almost everywhere
on M with respect to p, in particular, except on the codimension-2 set ¢)~1(0). In fact, A(¢))
is indeed a current i.e., a continuous linear functional on mel(M), and namely the value
(4.2.3) is always finite;

Lemma 4.2.5. Let M be a closed manifold and i) € F. Then A(¢)) € Dyy—1(M).

This result is a direct consequence of the coarea formula from geometric measure theory, which
is a nonlinear version of the Fubini theorem.

Proposition 4.2.6 (Smooth coarea formula). Let X be an oriented smooth manifold and Y
be an oriented compact smooth manifold with dimension nx and ny < nx respectively. For
a submersion f: X — Y and forms 5 € Q"X (Y'),0 € Q" (Y), we have

L ffonpB= L<5f—1(~),5> o.

Remark 4.2.7. There are different versions of the coarea formula. Here, we use the version
from [Dem97, Chapter 1.3], as it is formulated in terms of differential forms and does not rely
on Hausdorff measure or a Riemannian metric, making it well-suited for our context.

For standard references on the coarea formula, readers may find works like [Fed14] and [Nic11]
helpful.
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Proof of Lemma 4.2.5. Clearly A() is linear in D,,,_1(M). We now show that A(¢)) is a
bounded functional. By the coarea formula (Proposition 4.2.6), we have for any 3 € Q™ (M)
that,

A B = [ ans=|  AaB= | G dio

Mreg o

where ¢ = 7 o1p: M\p~1(0) — S! and M*™8? denotes the set of regular points of ¢. Note
that the set ¢~!(s) N M™8? for each s € S' is a m — 1 dimensional submanifold and namely
Oo(6-1(s)nMrez ) is @ m— l-current. In particuluar, the operator norm [da(s—1(s)nnrrez ) | D,y (1)
is bounded. Therefore,

1AW Dy s (o) < J 0 Sup [[0a(6-1(s)nmres ) [ Doy (1) = 27 SUD (61 (5)~rrres )| Dy (1)
St seSt seSt

is bounded, from which we conclude that A(¢) is a current. O

As we see from the proof, the current A(¢) is in fact the superposition of a S'-family of
hypersurfaces given as the phase level sets of .

Vector fields Y;,Y; € [(TU) We now choose the vector fields Y; and Yj that extend 1)
and 1 to evaluate (4.2.2). As in our approach for Theorem 2.3.3, we use the fundamental
vector field associated with the action of DC = Diff(M) x Exp(C*(M,C)) on U. Recalling
that the Lie algebra of DC is ©¢ = diff (M) x C*(M, C), we define Y% ¢ I'(TU) for each
(u,a) € DC by

YO () = 3

- o FL e = =L + ay. (4.2.4)

We first explicitly compute their Lie bracket;

Lemma 4.2.8. For (u,a),(v,b) € D€ and ¢ € U, we have

[V 00, YODY0) = — Lyt + (Lb— Loa)

Proof. To compute the Lie derivative of vector fields [Y (%), Y] = £, (.o Y ") we use
the formula:

d - v
Ly YOV () = 7 t:ODq’yfum (YOO (DY) (), velU
where ®!.: U — U is the flow map along Y € T'(TU) defined by the ODE
d o ¢
@) = ¥ (B (0),
Y. = idy,

and D®Y[y: Tyld — Tor (U s its differential at 1. For the fundamental vector field Y ()
associated to (u,a) € DE, we have by definition &, (1)) = F1,""¢ - e'@. Since

_4d
ds

von (Pen (©)),

s=0

Y ((I)g/(u,a) (1))
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we have
d —t (0,b) ( it d d i . .
% t:OD(bY(uv"‘) (Y (éy(u,a) (w))) = % t:O% Szoq)y(u,a) ( v (v,b) (éy(u,a) (’w)))
d d 3 ) .
- dt t:0£ s:oq}yf“’“) ((I)Y(“’b) (QM) + q)Y(”vb) ((I)gf(uya) (¢))

using the product rule. We then compute the first term:

d d —t S o d d t* _g* b ta
dtlt=0ds s:O(I)Y("’“) ((I)Y@vb) <w)) "~ dtli=ods s:oFlu (Flv P-e ) e
d d £ g e
= Gthods oot (F1,*"y) - FI,"e™ - e
d . . B
= | B L) e (P 0) L) — (R0 e

=—LLAV+LWY-b=L-0+YPLb+LY-a—1-b-a

= LoLoth + bLuh + alyt) + Y Lub — abi)

where we used L, (e®) = sL,b- €. Similarly, we have

d d
% t:O% 520 i/(vyb) ((I)i/(uya) (1/})) = ﬁvﬁuw - aﬁvw - b/:'uw - ¢£va + abw
Summing these results, we have
d d - s S
% t=0% SZO(I)YIEW) (CI)Y(v,b) (W) + (I)Y(v,b) (CI)I;/(WJ) (1/))) = _'Cu'cvd) + 'Cv*Cuw + ¢£vb - @Z)Cva
= _L"[u,v]w + (['ub - ﬁva)¢-
We thus obtained the stated expression. O

Remark 4.2.9. The fundamental vector field mapping ©€ — I'(TU) given by (4.2.4) is
in fact a Lie algebra anti-homomorphism. To see this, notice that the mapping diff (M) —
Der(C*(M,C)) by u — L, is an anti-homomorphism as noted in Remark 2.3.5. Hence we
have

Y[(u,a),(v,b)] _ Y([u,v],—ﬁub-‘rﬁva) _ 'C[u v]w + (Eva _ Eub)d] _ _[Y(u,a)’ Y(v,b)]
where the last equality is the application of Lemma 4.2.8.
Evaluation of © and d© We now evaluate each term in (4.2.2) with Y} = Y% and
Yy = Y First, we express the term ©,,(Y %) = ©,,(—L,1 + a)) more explicitly.
Lemma 4.2.10 (Evaluation of ©). For any (u,a) € D&, we have

Ou(—Lu) + ah) = Oy(—Lut)) + Oy(ar)

- 5 (@@L + [1man).

where A(v), defined in (4.2.3), is the current associated to the circle differential of 1, and
is the volume form on M.
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Proof. By direct computation we get
. _
Ovlav) = f \:f\w pr f hma .

We then compute ©,(—L,1). Using the local expression ¢ = re'” with r = || and a
function ¢ around each z € M\¢~1(0), we have locally

dip = e“dr + re'®idg

and
ud XY ud .
Im* ‘$2| v _ m (itydp) = 0+ Ly Ay.
Hence, we obtain using the product rule for the interior product that,
Ludt) - 1) 1
S} — =—— | A\
w(=L J o T T, fb 6
1
e L e CON DS

We next need an auxiliary result describing how © varies under the DC-action.

Lemma 4.2.11. Let ¥ € U, (f,¢?) € DC, and ¢ == (f,e?) > = o f~L-¢?, For the
fundamental vector field of Y (“®) e I'(TU) of (u,a) € D, we have

1 1%
O,y ) = — <—Jbu(f Py + Imdp)p + fcw) :
Additionally, if u is divergence-free, it simplifies to

0,(Ym)) = ;ﬂ (_Jbuf‘l*Aw + Jaﬂ) .

Proof. Clearly we have @d;(mﬁ) = {a p. We now compute 61;(—5”173). From
dp =d@o fe?)=e”-d(yo [T +pofefdp=e"d(po f) +ddyp

it follows that,

21 © ( ul/))

f wdd f e?rud(y o f7) + dibudy
m———-p=— | Im W
IR BE
Wity Ngor + |02 tud
_Jlm 1/}77/12Lu ¢|J;2_|2|¢ L QD'U/: —J(Lu)\mf—f—bulmd@),u
We have by definition that A\yo; = (¢ o f)*1%0 = f*yY*1%0 = f*),, which gives the stated
expression.

Finally, if u is divergence-free, we get by integral by parts that

fLudImap = —Jlmgo Loy =0.
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Using these results, we can now explicitly evaluate each term in (4.2.2) and compute dO.

Lemma 4.2.12. We have
1
dO, (Y y b)) = 7 CON), otutt). (4.2.5)
7r
where 0: D,,,—1(M) — Dy,—o(M) is the boundary operator for currents.

Proof. First, we have

1

s} ([Y(u ,a) Y(v b)]) 2
T

J (_L[u,v])\w +L,Imb— L,Im a) i

using the expressions of [Y (%@ Y (] (Lemma 4.2.8) and of ©, (Lemma 4.2.10).

We then compute Ly .ty wn©y. Applying Lemma 4.2.11 to the time-t flow map of Y (4@
given by @4, ., (¥) = F1;") - €', we have

d
EY(u,a)@(Y(v’b)<¢)) 0 t:()@(y(y ?) (Pywa (1))
— 217r (o;lt . J — (LvFlgt*)\w + tpdIm(ta)) p + flmb,u)
t=

1
_ %J(%cm — L,Ima)

and LywnOY (1)) = 5= § (tul oAy — L, Imb) p in the same way.
We can now compute
Ly (0,0 by (,0) AOyy = Ly (u,a) by (0,) Oy — Loy (w,6) by () Oy — L[Y(u,a)’y(/u,b)]@d)
= 217r J <Lv£u)\w —LyIma — 0, LAy + L, Imb

+ tfup) Ay + Ly Ima — £, Im b)u

1
= 7 (Lvﬁ Ay = L LyAy + L[u,U]Ad,) 1

We then simplify the integrand:

H

LoLudy — Ly Ay — Ly — Loty + tuLy) Ay
Ly E Lu))\¢

(L
e
(¢ dLu-i-LvLud diyly — Lydiy) Ay
(¢
Ly

wlud — diyly) Ay
tud\y — 0.

» w.a vlu = A wly = ” ’U“
LY( ,b)Ly( ,a) ’LL} 27‘(‘ Lyl w ,UJ Ju w Lyl H 2 w A dlL. L

1 1
= 5 (AW), dutup) = S—CONY), totuit)

and get the stated expression. O
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4.2. Liouville form in the prequantum sense

We are now one step away from proving Theorem 4.2.3. To complete the proof, we show the
next lemma asserting that 5-0A(v)) in (4.2.5) is dry.

Lemma 4.2.13. Let A: U — D,,_1(M) be the circle differential map as defined in Defi-
nition 4.2.4 and 0: D,,_1(M) — D,,_o(M) be the boundary operator for currents. Then
we have 5-0o A = II: U — Do. That is, for any ¢ € II"'y for some v € O, we have

lﬂ(ﬁ(/\(l/f)) =0y,
Proof. We have for o € Q™ 2(M) that

OANY), ay = (A(¥),da)y = y Ay A da.

As in the proof of Lemma 4.2.5, we have by the coarea formula (Proposition 4.2.6) that,

J )\w VAN da — J‘ <6 Mregd) dOé>O- - f <5a(¢71(,)mMreg¢a), Oé>0'
Sl
where ¢: M\1~1(0) — S is the phase map and M™&¢ is the set of regular points of ¢ as in
Lemma 4.2.5.
Due to Sard'’s theorem, almost o-every point of S' is a regular value of ¢. Hence we have,

J (Op(p=1(-)narres sy, Q)T = Jl (Oa(g-1(), )0

reg ¢

:L (8, ad0 = <5,Y,a>f o =2m(dy, )

Sreg [ reg ¢

where Sreg¢> is the set of regular values of ¢. ]
We now complete the proof of the theorem.

Proof of Theorem 4.2.3. By Lemma 4.2.12 and Lemma 4.2.13 we have for ¢ € II" ' and
b= —Lop+ ap, ) = —L,0 + by that,

. o

d@d,('lj), @Z) = %<&A(¢)7 LvLu,u> = <(57, vauﬂ> = w57<_£u(57’ _‘CU(S"/) = H*Ww(?/)a w)

]

Lemma 4.2.13 also gives a physical interpretation of the Liouville form © in the following
sense.

Corollary 4.2.14 (Liouville form as flux). We have for 1) € U, u € diff (M),

1
@w(—cu’l/}) = —% FIUmel(A@p),U) = —— FIUXm,1(6¢—1(.),U)U.

Moreover, if u is exact divergence-free, we have

@¢(—£uw) = — Fluxm,1<(5¢—1(s), u) = — FIHXZ{_Q((Smp, u), Vs e Sl

reg ¢

Here, Flux,,_; and Flux;, . are flux for m — 1 currents and m — 2 exact currents respectively
(Definition 2.1.2).
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4. PREQUANTUM STRUCTURE ON THE SPACE OF IMPLICIT REPRESENTATIONS

Proof. The first equality is immediate from Lemma 4.2.13. The second equality follows from
the exactness of the m — 1 form ¢, . [

Remark 4.2.15 (Physical interpretation of ©,). By Sard’s theorem, o-almost every point of
S! is a regular value of the phase map ¢, and each such point s defines a hypersurface ¢! (s).
The first expression in Corollary 4.2.14 indicates that ©(—L,1)) measures the average flux
of the vector field u through these phase level hypersurfaces. The second expression in the
corollary shows that if the vector field u is exact divergence-free, the flux through all these
level surfaces are actually the same.

Together with Lemma 4.2.10, we now observe that © (1)) captures the infinitesimal phase shift
of 1 over the space and the flux of vector fields through phase hypersurfaces. In other words,
it is the average of the swept volume by the S'-family of hypersurfaces {¢(s)},.

In this section, we have shown that © is a Liouville form for w in the prequantum sense, that
is, d© = II*w. We conclude this section by noting that © does not directly induce a Liouville
form for the symplectic structure w on O in the classical sense. This is because we cannot
factor © onto O, as the kernel of dIl for II: U4 — O is not contained within the kernel of
©. For example, for ¢ = e*19), ¢ = e e TyU with some real constants c¢; # ¢y, we have
dII(y)) = dIl(Y) = 0 € Tri)O, but the values (1)) = % and O(1)) = % are
different.

However, it is still possible to take a quotient space of & where the Liouville form can descend
onto. This construction actually leads to a prequantum bundle structure, as we will explain in
the next section.

4.3 Prequantum structure

We have shown that each DC-orbit I/ in the fiber bundle F» = II7'© admits a Liouville
form in the prequantum sense for the MW structure on O. The full fiber F» inherits these
symplectic and Liouville structures as Fo is a Diffo(M) x C*(M,C*)-orbit, foliated by
DC-orbits, as discussed in Section 3.3.

Building on this, we now construct a prequantum bundle as a quotient bundle of F», equipped
with a connection form whose curvature form recovers the MW symplectic form on O. This
framework enables us to define a unique horizontal lift in F» over a path in O.

Definition 4.3.1 (Prequantum G-bundle). A prequantum G-bundle over a symplectic manifold
(B, B3) is a principal G-bundle 7: E — B equipped with a connection form a € Q!(E;g)
satisfying

1
™6 = da + 5[04 A .

Remark 4.3.2. Definition 4.3.1 relaxes the standard definition of a prequantum bundle, which
often requires the structure group to be a circle or a (complex) line. In fact, the prequantum
bundle we construct in this section, the structure group G is not a circle but copies of a circle
unless the ambient space M has trivial first cohomology. In any either, G is one-dimensional
and hence we have 7*3 = da without the term %[a A @], as in the case of a circle bundle.

For a prequantum G-bundle, the vertical and horizontal distributions are defined in the standard

way for principal bundles:
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4.3. Prequantum structure

Definition 4.3.3 (Vertical and horizontal distributions, and horizontal lift). Let 7: (E, a) —
(B, ) be a prequantum G-bundle. At each point z € E, the tangent space splits as
T.FE = V,E® H,FE, where the vertical distribution is defined by V,E = kerdr|,, and the
horizontal distribution is given by H,E = keral,. A horizontal lift of a path {y;};, = B is
a path {{;}; ¢ E satisfying mo ¢, = 7, and 0,¢; € Hy E for all t. Such a lift is uniquely
determined by the choice of the initial point ¢.

Theorem 4.2.3 states that the fibration I1: (Fp,©) — (O,w) is a formal prequantization i.e.,
I[T*w = dO. However, it is not a prequantum G-bundle since © is not a connection form.
Consequently, it does not define a unique horizontal lift: for a path {y;}, = O, there exist
infinitely many paths {{;};, € Fo with fixed initial point ¢, satisfying dI1(0,¢;) = 0;y; and
Oily € ker Oy, for all t. To define a bundle on which © becomes a genuine connection 1-form,
we take the quotient of the tangent space at each ¢ € Fp by the intersection ker © n ker dII.
This quotient process is characterized by the following equivalence relation.

Definition 4.3.4 (Volume class and volume bundle). For 1,11 € Fo, we say ¢g ~p 1 if
there is a path {¢;}c[0,1 in a DC-orbit joining vy and vy such that dy1); € ker dIl;, N ker Oy,
for any t. We call each equivalence class [1)]p a volume class and the resulting quotient space
P = Fo/ ~p the volume bundle. The tangent space at each [¢]p is T}y, P = TyFo/ ~p

where ¢ ~p w if o) — w € ker dII|,, N ker ©|,.

We note that the projection II: F» — O decomposes into two projections: 7p: Fpo — P
and IIp: P — O. By construction, the Liouville form © descends to a 1-form ©p € Q(P)
by 750p = ©. Since dO = II*w, we have dOp = II;w, and therefore the fibration
[Ip: (P,0p) - (O,w) is a formal prequantization.

In addition, the volume bundle P forms a principal G-bundle over O, where the structure
group is G = S' x H},(M,Z), acting on P as follows. We first define a circle action by
constant phase shift:

e > []p = [e]p, forpeF, e“eS (4.3.1)

As shown in Proposition 3.3.3, each fiber II"!y may contain multiple connected components
indexed by the discrete group Hip(M,Z). The S'-action (4.3.1) is free and transverse within
each connected component.

We may further specify a group action of H},(M,Z) on P as a deck transformation between
the connected components of each fiber. That is, it is a fiber-preserving action that maps
points from one connected component of a fiber to another component. We fix a lattice basis
[m], .., [n] for Hjp(M,Z), where n is the first Betti number of M. Recall that there is an
isomorphism

i: 0% (M, C*)/Exp(C*(M,C*)) — Hin(M,Z)
[] = [Im 5% ]

Choose arbitrary representatives 7, € C*(M,C*) of i~'[n;] for i = 1,...,n. Using these
functions 7;, we define the action of Hlp(M,Z) by

[77] > [¢]P = [Tfl T Tan : 1/}]777 ¢ € 'Fv [77] = [61771 +..o.+ Cnnn] € H;R(Mv Z)

43



4. PREQUANTUM STRUCTURE ON THE SPACE OF IMPLICIT REPRESENTATIONS

These S'- and H},(M,Z)-actions together define a G = S! x H},(M,Z)-action

(€ n]) > [¥lp = [ - Tilp, e S [n] € Hyp(M,Z), (4.3.4)
which is free, transverse, and fiber preserving. We thus obtain the following result.
Proposition 4.3.5. The fibration wp: F — O equipped with the above action of G =

S' x H}p(M,Z) is a principal G-bundle.

We now define scaled versions of the MW form w € Q%(O) and the Liouville form ©p € Q! (P)
and show that the latter defines a connection form on P. Let us define the normalized
MW form and Liouville form w := Nw and @N N©p with the normalization factor
N =27/ Vol(M).

Proposition 4.3.6. On the principal G-bundle Ilp: P — O defined above, the 1-form @éf is
a connection form. That is, @é\f satisfies the following two properties:

1. Equivariance under the G-action ®,: P — P; i.e., ;0p = Op for every g € G.

2. Vertical reproducibility; i.e., there exists a nonzero constant C' # 0 such that @p(é ) =C¢
for any & € g and its fundamental vector field § € T(T'P).

Proof. We first verify equivariance. Let g = (¢’,[>, cini]) € G = S' x Hyp(M,Z), and
denote by ®, the g-action (4.3.4). By direct computation, we have

1 ¢€ZC c1 o, . ¢€i07—f <. TCn
oy ' .
P |<I)g([ ([ g 1/)] VOl(M J‘ |¢)€7¢C7—Cl e Tﬁ” 2 M
1

_ 1/) W
" Vol(M) ) P

1= Opl ([¥]p),

where ¢ € Fo and ) € T, Fo are any representatives of [¢)]p and [¢]p respectively.

Next, we verify vertical reproducibility. Let & € g = T3 ;oG = T1S' = R, and let EeT(TP)
be the corresponding fundamental vector field, defined by

E([Wlp) = [jt\t_oeiftwL = [i€y]p.

Then, we have

N (€ 1 iy

[]

Since @%/ and wV are constant multiples of ©p and w, all the results established so far applies
except Proposition 4.3.6. Therefore, combining the results that IIp: (P,0p) — (O, w) is a
formal prequantization (Theorem 4.2.3) and a principal G-bundle with G = S x H},(M,Z)
(Proposition 4.3.5), and that ©% is a connection form (Proposition 4.3.6), we obtain the main
theorem.
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4.3. Prequantum structure

Theorem 4.3.7. The fibration llp: (P,ON) — (O,w") is a prequantum G-bundle with
G =S' x Hin(M,Z).

Remark 4.3.8 (Role of normalization). We normalized the MW form w and the Liouville form
Op for two reasons, while noting that our results are essentially unaffected by the presence or
absence of normalization.

The first reason is to align our setting with the standard definition of vertical reproducibility of
a connection form, ©(§) = ¢ for £ € g. Without normalization we have O(£) = %5 instead,
which is harmless: one may relax the definition to allow a constant factor, and all of our results
remain valid.

Second, normalization makes w physically natural in terms of physical units. Note that the
value w(—L,0,, —L,0,) = Sw Lylupt carries the dimension of length™ /time? as u,v have
length /time, so Szw for a topological disc X < O has unit length™. Thus, multiplying w by
the factor 27/ Vol(M') makes its unit radius, canceling length™. By relaxing the definition of
vertical reproducibility as above, one could even use 1/ Vol(M) as the normalization factor to
make w dimension-less.

Additionally the prequantizability of a symplectic form on O is often expressed in the literature
[HVO03] : “w is prequantizable if Vol(M) = 27 or if it is of integral class times 27". However,
the specific value of Vol(M) depends on the unit of measurement e.g., cubic meter m? and
cubic yard yd® in 3D. We believe that the choice of unit for Vol(M) should not affect the
prequantizability of the mechanics on the space. This motivates our normalization to remove
this artificial dependence.

Using either the normalized or the unnormalized connection form ©p, each tangent space
Tiy1» P splits into the vertical distribution Vi), P = ker dllp|r, and the horizontal distri-
bution Hpy, P = ker ©p|py),. Since ker dllp|py), = kerdIl/ker ©|, for any representative
Y € 75'[¢]p, and © € QY(Fp) decomposes the tangent space T}, Fp into codimension-1

hyperplanes as the level sets of ©,, the vertical distribution V},;,,P has precisely one dimension.

Hence we can now define a unique horizontal lift on P (Definition 4.3.3) over a path in O. In
light of Remark 4.2.15, this horizontal lift can be interpreted as the evolution of the implicit
representation [¢)]p such that the average swept volume of phase level hypersurfaces remains
zero at all times. That is, for any representative 1, of a horizontal lift [¢);]|p, we have for the
family of phase hypersurfaces {07 }es1 defined by o7 = ¢;1(s),

1
a Oros ds =0
QWLlLf”“ °

at each ¢t where 0,0} is the velocity defined on each hypersurface o;.

This also reveals a geometric interpretation of the MW form as the curvature form of the
Liouville form ©p, measuring the holonomy induced by parallel transport on P over a closed
path in O:

Corollary 4.3.9 (Average swept volume). Consider a closed path 0% in O that bounds a
2-dimensional disk 3., representing a cyclic motion of a codimension-2 submanifold v, ¢ M
for 0 <t < 1, with vy = v, and let [¢;|p be a horizontal lift over v, with respect to Op.
Suppose [to]p and [11]p are on the same connected component of the fiber I1'~y. Then, for
representatives 1bg and 1y of [1g]p and [11]p, the volume enclosed between phase hypersurface
oy and 0%, averaged over s € S', equals to ({, w, where w is the MW form on O.
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4. PREQUANTUM STRUCTURE ON THE SPACE OF IMPLICIT REPRESENTATIONS

Proof. The integral of the curvature is given by the monodromy of the parallel transport in
‘P over a closed path bounding X in O, which is measured by the connection form @é‘;f (and
unnormalized form ©p corresponding to w). That is,

d

1
f N = J @é\)f ( (ez‘Arg([wl]%[wo]P)t > [1p1]7>>) dt = Arg([¢1]p, [to]p) mod 27,
P 0 dt

where Arg([t1]p, [tho]p) € R/27Z is defined by ¢t Arsléale-bale) o [y ], — [l when [t]p
and [¢1]p are in the same connected component of a fiber. Explicitly,

Arg([i1]p, [Yo]p) = arg f V1o

with any representatives g, 1.

For unnormalized forms w and ©p, the result is multiplied by 1/N = Vol(M)/2,

1
f o — J Op (d (e Arsloale ol [MP)) dt —
N AN

Vo;ng ) Arg([tr]p[tholp)  mod Vol (M),

Let us now consider any path {¢y }yefo,1] © II™ o joining representatives 1 and 1, within
the fiber. As observed in Remark 4.2.15, the Liouville form © measures the infinitesimal swept
volume of the phase level hypersurfaces o averaged in S'. Therefore, the integral of © along
1y is the average signed volume enclosed by pairs {(c§, 0§)}s, which is formally

1

Vol (M)

Arg([irp. [Volp) = f

O(thy)dt’ = J Vol(0~ (0¥ — ol))ds mod Vol(M).
0

Sl

]

In the proof, we used a known fact that the integral of curvature form is the monodromy
of parallel transport measured by the connection form. In Section 4.5, we gave a precise
statement and a proof.

As illustrated in Figure 3.4, we may compress the phase field so that it is non-constant only
within narrow bands. By considering a limiting case of Corollary 4.3.9, where arg; =
M\y~1(0) — T! becomes constant except a 27 jump at on a single hypersurface o; bounding
~¢, we obtain the following:

Corollary 4.3.10 (Swept volume by a hypersurface). Let ¥ < O and {7;}c[0,1] © M be as
in Corollary 4.3.9. Suppose that each ~, bounds a hypersurface, i.e., v, = doy, and that the
volume swept out by o, remains zero at each t, meaning So_t o001t = 0. Then, the volume
enclosed between o and oy is given by {§ w.

Note that the interpretation of the MW form in Corollary 4.3.10 reduces to the swept volume
of a single surface, no longer explicitly involving the complex function.

Remark 4.3.11. Corollary 4.3.10 can also be shown directly in the framework for the explicit
shape space (Section 2.3.2). Let us take an m—1 dimensional submanifold oy of M bounding
some 7o € O, and consider the orbit S := Diffy(M) > 0, where the action is defined by
f>o= foo for feDiffo(M) and 0 € S. Then 7: & — O is a fiber bundle where the
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fibration is given by the boundary operator, i.e., 7(0) = do, and the tangent space at each o
is 1,8 = {uoo |uediff(M)}.

Define a 1-form 1 on S by 7, (u o o) = Flux,,_1(d,, u) where d, is a de Rham m — 1 current
of 0. Then n serves as a formal prequantization, i.e., dn = 7*w, which can be shown in a
manner similar to the proof of Theorem 2.3.3. For a path {v;} < O, there exist infinitely
many lifts {¢;} = S such that 0,/; € kern for all ¢, but the notion of no swept volume still
makes sense, and we recover Corollary 4.3.10.

4.4 Additional structures

Our implicit representations of shapes and the resulting prequantum bundle structure reveal
some additional structures.

4.4.1 Hamiltonian systems on the space of implicit representations

In Section 2.3.1, we reviewed Hamiltonian vector fields on each Diffy(M)-orbit O in the
explicit shape space with respect to the MW form w. We now consider Hamiltonian vector
fields in the implicit shape space Fp = II71O.

Define a closed 2-form Z on Fo by ? .= IT*w. The closedness of Z follows from that of w.
Note that Z is degenerate with ker Z = ker dII, which is infinite-dimensional. Hence, 7 is
not symplectic but merely a presymplectic form, in contrast to w being symplectic.

Consequently, Hamiltonian vector fields are defined only up to ker Z. Let H: @ — R be a
function with dH € imb*, and define H: Fo — R by H = H o II. We say that any vector
field Xy € I'(TFo) satisfying dH = tx, Z is a Hamiltonian vector field of H, despite the
non-uniqueness.

Horizontal Hamiltonian vector fields

The prequantum structure we have built allows a canonical choice among these Hamiltonian
vector fields. We can define a unique horizontal Hamiltonian vector field on the prequantum
bundle P over a Hamiltonian vector field on O, using ©p as the connection form.

Since H = H oIl is by construction constant along each fiber II=!v over v € O, it descends
onto P as a function Hp = H o Ilp defined using IIp: P — O. Then there is one degree of
freedom within the vector fields X, € I'(T"P) satisfying dHp = Lxy, Zp Where Zp = [Ijw
is a presymplectic structure on P. Among these, the horizontal Hamiltonian vector field is the
unique one additionally satisfying the horizontality condition Xy, € Hyy), P = ker Op|[y, at
each [¢]p € P.

Momentum maps

Momentum maps can also be defined for presymplectic structures Z = IT*w € O?(Fp) in much
the same way as for the MW symplectic structure w explained in Section 2.3.3. Given an action
of a Lie group G on Fp, we say that J: Fo — g* is a momentum map if d{J(-),&) = LeZ for

any £ € g and its corresponding fundamental vector field fe ['(TFo). When the Hamiltonian
H is invariant under the G-action, J(1;) € g* is conserved along the Hamiltonian flow ;.

Similar to the case of the Liouville form 7 for the MW symplectic form w on the explicit shape
space O, the Liouville form © of the presymplectic form Z in the implicit shape space Fo can
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describe conserved quantities of Hamiltonian flows. When O is invariant under the G-action,
the corresponding conserved quantity J(v) satisfies (J(¢),&) = —©(&(1))), up to an additive
constant.

As observed in Section 2.3.3, the Liouville form 7 for the MW form w on UEmb(.S, R™) is not
invariant under the action of the entire SDiff*(R"™), but only under the volume-preserving
linear transformations in SL(IR™). In contrast, the Liouville form © in the implicit shape space
Fo is invariant under the entire group SDiff"(A/). We, however, acknowledge that their
settings differ: 1 on O is the Liouville form in the classical sense i.e., dn = w and the ambient
manifold M has an exact volume form, whereas © on Fp is defined in the prequantum sense
i.e., d® = m*w and the ambient manifold is a closed manifold M.

To see the invariance of © under the SDiff " (M )-action, denote by R;: ¢ — ¢ o f~! the
action of f € SDiff*(M) on ¢ € F. A direct computation shows that Ry 1) = 1) o f~* for
Y € TyFo. Then, using f*u = p, we have

O 1) Ry, ) = Opegr (o f7)

I D AL i

2m o fo1?
! VYo, B :

Note that the fundamental vector field @ € T'(T'Fp) of u € sdiff (M) with respect to the
SDiff* (M )-action on Fo is given by @(¢)) = —L,1. Therefore, the corresponding momentum
map J: Fo — sdiff (M)* is computed as

(), ) = ~Oy(~Lut) = o Fluwsy 1 (A), w),

where A(¢)) € D,,,_1(M) is the circle differential current (Lemma 4.2.13) and Flux,,_; is the
flux functional (Definition 2.1.2). In the case where u is exact divergence-free i.e., ¢, is exact,
this further reduces to (J(¢),uy = Flux;, ,(dmy,u). This refers only to the explicit shape
I1y) € O and coincides with the momentum map on O given in Example 2.3.11.

4.4.2 Marsden—Weinstein structure in terms of implicit
representations

Just as Emb(S, M) provides parametrizations of unparametrized shapes UEmb(S, M), we
may regard Fo = I17'O as another parametrization space for an orbit O in UEmb(S, M).
This perspective allows us to express the MW form w in terms of implicit representations.

Let Z = IT*w be the presymplectic form on Fo defined in the previous subsection, and let us
now suppose that (M, 1) is equipped with a Riemannian metric inducing the volume form .
Then Z admits an explicit expression, as we describe below.

At each zero p € ¢1(0), the tangent space decomposes as T,M = T,7(S) @ N,7(S) with
respect to the given Riemannian metric g. We can choose a unit frame field (ny,ny) over
the normal bundle N~(S) such that p(ds,7, ..., 0s,7,n1,n2) > 0 for any local coordinates
(s1,...,5,) consistent with the orientation of S.

Let diyn: Npyy(S) — R? be the restriction of the differential di: T,M — C ~ R? to the
normal space N,v(S). This is a linear map between real 2-dimensional vector spaces, and
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is invertible since dv is surjective on ¥ ~1(0) by the definition of F. We define the value
det(dyn) € R* by

det(dipn) vn (-, +) = ve(dy - diby )

using the area form vy on N~(S) induced by g, and the standard area form v on C, defined
by vc(h, k) = Re(hik) for h, k € C. Note that det di)y depends on the choice of Riemannian
metric g, but is independent of the choice of the frame field (n1, n2). The following proposition
gives an explicit expression for Zw.

Proposition 4.4.1. Given a Riemannian metric g on M, the presymplectic form Zd, is explicitly
written as

Zy(1h, ) = J{ » det(dipy") Re(wqﬁ) dH", (4.4.1)

where dH™ is the n-dimensional Hausdorff measure induced by g.

We note that in (4.4.1), both det(dyy') and dH™ depend on the metric g, but their product
is independent of g.

Proof. Let v = IIy) and ¥ = Ly + ay, b = —Lop + by with u,v € Diff(M) and

o

a,be C*(M;C). From dIl(v)) = —L,0, € T5, Do and dlI(y)) = —L,0,, we have

¥ (1), ¥) = w(—Lyby, —Ly6,) = f

Lylylt = f Lyl by L b
g v

where u*, v’ denote the orthogonal projections of u, v onto the normal space with respect to
g on the zeros, which are defined on 1~*(0).

From u* = d1/1](,1¢ and vt = dwj_vlz/c}, we have

Jwbuum [ (Ao, v )

v (o, AU

det(d@b&l)lﬂc (@D, QZ)LTLQ lny 1y

(&
=2 L) )

which reads the stated expression.

Riemannian and Kahler structures

We can also describe Riemmanian and formal Kahler structures we defined in Section 2.3.4 in
terms of implicit representations.

We first observe a relation between the presymplectic form Z and the standard symplectic struc-
ture on the space of complex valued functions. The expression (4.4.1) of Z in Proposition 4.4.1
appears similar to the symplectic structure on C* (M, C) given by

3(0,4)) = fM Re(did)u
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for 4,7 € T,C*(M,C) = C*(M,C), which forms a Kahler structure, together with a
Riemannian metric

B, ) = jM Re(dd)u

and the almost complex structure J; : @/} n—»Niz/} on C’OO(M, C). In light of this, it is tempting
to define a degenerate Riemannian metric B on Fp by B(-,-) = Z(-, Ji-). Explicitly,
By d) = | detdvy Re(d) an
{y=0}

Then (B, Z,J;) is formally a degenerate Kahler structure. At a glance, this setting seems
natural and intrinsic as it does not require any Riemannian metric of the ambient manifold unlike
the formal Kahler structure (G,w, J) on the explicit shape space, explained in Section 2.3.4.

However, we emphasize that the triple (B, Z, jZ) on Fp does not descend onto the base space
O. To see this, first note that the presymplectic form Z is by design invariant under the action
of DC, = Diff, (M) x C*(M, C) on each fiber II"'v over v € O and ker Z,, agrees with

ker dIl, = {—=L, + ¢ | (u, ) € diffo(M) x C*(M,C) s.t. — L,d, = 0}.
Hence Z descends onto O and defines the MW symplectic structure w by Z = IT*®.

However, both B and jz do not descend onto O, and hence fail to define a Riemannian metric
and an almost complex structure on O, as shown in the following example. In particular, the
diagram

TFo —T TFo
ldH ldl‘[
7O —L— TO

does not commute.

Example 4.4.2. The almost complex structure J; behaves differently at 1)y and ¢, in the
same fiber I~ !y if they are in different conformal classes (Definition 3.3.4).

Consider the setting in Example 3.3.2 where tg(x,y) = « + iy and 1 (x,y) = x +y + iy
on R? so IIyh; = &g for j = 0,1. With a fixed vector field u(z,y) = (1,0) on R? we
have £,1; = 1 and jz‘(ﬁu%) =1¢-1 =1 for both 5 = 1,2. However, observe that
Ti( L) =i= L,;v; with different fixed vector fields uo(z,y) = (0,1) and uy(z,y) = (1, 1).
Namely dI1(J;(L.1;)) = dIl|y, (i) = —L,,d for j = 1,2 yield different motions of the zero
ie., —Ly,60 # —Ly, 0.

The ill-definedness of 7; for different conformal classes also affects the degenerate Riemannian
structure B. For the above ¥y and v); we have

10
det(dy;) = det <0 1> =1
for both j = 0,1 with respect to the standard Euclidean metric, and hence B%(zbj,zzj) =

Re(@/}j@/jj). With a vector field v = (0,1), we have £, = i and L,; = 1 + i, namely

Bwo(£v¢07£v¢0) = Re (2 . (—Z)) =1,
By, (Lotor, Loth1) = Re (1 +4) - (1 — 1)) = 2.
Thus neither of J; nor B descends to O.
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We may still construct a degenerate Riemannian metric on Fo that descends onto O. Let us
define a degenerate metric G on Fp by pulling back the metric G on O defined in Section 2.3.4:

G = 1I"G.

Explicitly, we have
Gy(—Lu) + ath, =L, + bip) = G5, (= L6, —L,0,) = f Lolufl,
Y

for =L, + ap, =L, + b € Ty, Fo where v = 1y, and 0 is any vector field satisfying
boy = J(vo~) for the almost complex structure J: TO — TO defined on O.

The degenerate metric G is compatible with the presymplectic form Z through the homomor-
phism J: T'F» — T Fo defined by
Jo(=Loth + o) = Lot + ipy),

where, again, ¥ is chosen so that oy = J(vo~). In general, J may not satisfy J? = —id
pointwise, so it may fail to be an almost complex structure on Fp. However, the failure is

controlled: the difference Jo J() — (—id)(¥)) = (J o J +id)()) lies in ker dI|,, for any
Y € TyFo. Thus, the following diagram commutes:

TFo —— TFo

jm |m

70 —  TO

By construction, both G and J descend to the shape space O, defining the Riemmanian and
the almost complex structure G and 7, hence forming a formal Kahler structure (G,w, J) on

0.
4.5 Appendix: Curvature as monodromy
In the proof of Corollary 4.3.9 in this chapter and Corollary 7.3.5 in Chapter 7, we use the fact

that the integral of curvature form is given as the monodromy of a horizontal lift, measured
by a connection form. This is formalized as the following proposition.

Proposition 4.5.1. Let 7: (E,a) — (B,[3) be a prequantum circle bundle and 3 be a
topological disc in B. Consider any smooth path x: [0,1] — E such that it is horizontal with
respect to o and m o x parametrizes the closed curve 03 — B. Then we have

f B = Arg(xz(1),2(0)) mod 27
s
where Ars(#(1), 2(0)) € [0, 27) is defined by ¢ ¥00) & 4(1) = (0).

Proof. First consider any smooth lift £ of ¥ to E which is diffeomorphic in its image and
contains x(0). Let y: [0,1] — E be the parametrization of d(¢(X)) such that m(z(t)) =
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7(y(t)) for any t. Since y is a closed curve bounding a topological disc ¢(X), we have by the
Stokes theorem that

1
Jﬁz[ 8= TG = dazj Oz:fy*a.
= m(£(X)) 140%) 140 o(¢(¥)) 0

We now define a non-closed path §: [0,1] — E by
§(t) = e 0Ty (1),
The path § is horizontal with respect to «, which can be verified by direct computation.
Since y(1) = y(0) = §(0) by definition, we have
§(1) = e ¥ 1y (0) = eV > (0)

and hence

Lﬁ:L@%:Am@m@m»

Finally, since Z(0) = ¢(0) by design, we have x = § due to the uniqueness of the horizontal
lift for a given initial point, which concludes the proof. O

As in Corollary 4.3.9, when the connection form a has scaling factor in vertical reproducibility,
the result of Proposition 4.5.1 is modified. For a connection « with a scaling factor 1/N in
vertical reproducibility i.e., a(§) = %f for £ € g and its fundamental vector field &, we have

Lg _ ;/Arg(m),x(o)) mod 3\7;

since the horizontal vector field ¢ in terms of a path y in the proof becomes ¢(t) = e~V oyt
y(t). Consequently, we have (1) = e~*V$%v*1>(0) and hence + Arg(7(1),9(0)) = éy*a =
§u 8.

b
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CHAPTER

Hidden degrees of freedom in implicit
vortex filaments
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Figure 5.1: The time evolution of highly knotted vortex filaments. Our implicit description
represents the dynamics of filaments as the zero levelsets of space-time complex-valued func-
tions, which automatically handles topological changes of curves without yielding singularities.

This chapter is largely a reprint of the article:

Sadashige Ishida, Chris Wojtan, and Albert Chern. Hidden degrees of freedom in implicit
vortex filaments. ACM Transactions on Graphics, 41(6), 2022.

This chapter develops a computational method for the dynamics of space curves, with emphasis
on its applications to vortex filaments in fluid dynamics. Instead of representing these filaments
with explicit curve geometry and Lagrangian equations of motion, we describe them using
implicit representations via a class of complex functions. We leverage their redundant degrees
of freedom in both the configuration and the dynamics, which can be tailored specifically to
mitigate numerical instability that native approaches suffer from.

For handling chaotic systems specifically, we introduce untwisted Clebsch variables and non-
swirling dynamics, which regularize sources of numerical instability, particularly in the twisting
modes around curve filaments. Built on these, our simulation method robustly produces the
dynamics of large numbers of interacting vortex filaments and effortlessly handles topological
changes and re-connection events.

Changes from the original publication This chapter contains a few updates from the
article [IWC22]. We provide a more precise definition of the equivalence class of complex
functions that represent the same space curve. The discussion and results concerning the twist
of complex functions have also been revised to reflect this refined definition.
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Dependency of the chapter This chapter is self-contained, as it reintroduces the necessary
concepts from previous chapters. Readers interested in the theoretical foundations of implicit
representations may find Chapter 3 useful.

5.1 Introduction

The deformation of space curves is an interesting topic in many subjects such as differential
geometry, low-dimensional topology, classical and quantum fluid mechanics, and electromag-
netism. One example from fluid mechanics is the dynamics of vortex filaments. In a nearly
inviscid fluid, vorticity originates from codimension-1 interfaces or obstacle surfaces. The vortex
sheets subsequently roll up into codimension-2 vortex filaments, due to the Kelvin—Helmholtz
instability. Hence, most physical inviscid fluids have their vorticity concentrated into a sparse
set of space curves, rather than distributed evenly throughout space. Based on this observation,
certain physical equations model fluids only with dynamically deforming space curves. Many
fluid simulation methods take advantage of this sparsity structure.

One major challenge for an explicit (Lagrangian) filament-based fluid solver is to handle
reconnection events when filaments collide. Without any reconnection, the total length of
filaments can grow exponentially, exploding the computational cost and halting the solver.
Hence, existing explicit filament simulators include a tedious process of collision detection
followed by non-differentiable heuristic geometry surgeries.

To that end, implicit (Eulerian) curve representations are more appealing. The recently
emerging Clebsch representation expresses vortex lines as level sets of a 2-dimensional-valued
function called Clebsch variables [Cle59]. Like any level set method, topological changes of
level set geometries occur gracefully. The difficulty, however, in a Clebsch-based fluid solver is
in the dynamics of the Clebsch variables. The Clebsch variables satisfy the transport equation
advected with the fluid velocity, which unfortunately behaves in a swirling motion with a
high-spatial frequency and singularities near the vortex filaments. Such a rough transporting
vector field is hard to resolve accurately in a computational grid. Even if the transport equation
is computed accurately, the level set function will quickly evolve into a twisted and distorted
function that is difficult to deal with.

This chapter develops a new approach for describing the geometry and dynamics of filaments
with implicit curve functions. Our main insight is that the problem has a huge number of
redundant degrees of freedom: both the velocity field and the level set function (i.e., the
Clebsch representation) can be varied in ways that do not change the solution. We exploit
these additional degrees of freedom to ensure stable numerical simulation and automatic
handling of topological changes, without sacrificing accuracy. In particular, we choose an
untwisted Clebsch representation for the level set geometry, and non-swirling dynamics for
advecting vortex filaments. We regularize these functions by identifying and constraining
hidden degrees of freedom in their representations, allowing us to greatly improve numerical
robustness compared to naive implementations.

Our algorithm is the first method for animating implicit vortex filament geometry with automatic
topological changes. Our mathematical formulation offers new tools for future research on
fluid simulation and curve geometry processing, and our results show greatly improved stability
compared to a standard level set implementation, with fewer user parameters than for explicit
Lagrangian filament techniques.
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5.2 Related work

We review previous work, highlighting numerical methods for simulating the time evolution of
vorticity in incompressible fluids. These vortex-capturing schemes seek a useful representation
of the vorticity and solve its governing equations of motion.

Explicit vortex methods In previous vortex methods, vortices are represented either as parti-
cles [GLGY5, PK05, SRF05, ZB14, Angl7], filaments [CK*00, AN05, WP09, WP10, PCK*19],
segments [Cho90, XTZ*21], sheets [BKB12, PTG12, DBWG15] or volumes [ETK*07, ZBG15].
Vortex particle methods represent vortices as a disconnected point cloud. However, the strength
of vortex per particle or per unit volume [ZBG15] undergoes a numerically unstable vortex
stretching, requiring an artificial clamping or diffusion that sacrifices accuracy. The stretching
problem is avoided by representing vorticity per filament, segment, or sheet, or per unit area
using differential 2-forms [ETK*07]. However, describing vortex explicitly (Lagrangian method)
with filaments, segments and sheets comes with a cost of sophisticated and heuristic treatment
for changes of vortex topology. Volumetric (Eulerian) methods [ETK*07] do not require
managing topological changes, but they do not have a handle on codimensional structures.
Our codimension-2 level set method is an Eulerian method that can represent sharp filament
structures without any additional difficulty from vortex reconnection.

Clebsch representations Another Eulerian representation of vorticity is to describe vortex
lines as the level sets of a 2D-valued function known as the Clebsch variable [Cle59, Lam95]. The
representation was not widely adopted since all R2-valued Clebsch variables can only describe
fluids with zero helicity [CKPS17]. The helicity problem is solved by using a sphere-valued
Clebsch variable [KM80] which can represent nonzero (though quantized) values of helicity.
Since the recognition of these “spherical” Clebsch maps, they have become an established
method for vortex representation in computer graphics [CKP*16, CKPS17, YXZ*21]. However,
Clebsch variables represent a smooth vorticity field by the continuum of level sets of all values.
It remains a challenge to represent a sharp codimension-2 filament, especially with a limited
grid resolution. By contrast, our method represents a sharp filament just as the zero set of
a complex-valued function. Moreover, we show in Section 5.4.1 that our representation can
actually resolve continuous values of helicity (as opposed to the quantized values mentioned
earlier).

Dynamics of Clebsch variables In addition to the implicit representation of vorticity,
Clebsch variables also play significant roles in a variational and Hamiltonian formulation for the
incompressible Euler equation [Cle59, Lam95, Mor98, Chel7]. In short, one (of many possible)
governing equation(s) for the Clebsch variable is exceedingly simple: the Clebsch variable is
advected by the fluid velocity. This equation of motion is recently adopted by [YXZ*21].
However, referred to as the Lagrangian chaos, a direct transportation by the fluid velocity
quickly stirs and twists any variable to a distorted one unresolved by the finite computational
grid [QZG*19]. The Clebsch variable is no exception under such dynamics. The method of
Schrédinger's Smoke [CKP*16] bypassed the Lagrangian chaos: its total energy (Hamiltonian)
includes the Dirichlet energy of the Clebsch variable, which is therefore bounded for all time.
However, while the dynamics of Schrédinger’s Smoke appear to be similar to that of Euler's
equation, it is only an approximation to the Euler fluid. There is still a large degree of freedom
in the Clebsch representation and its dynamical system. Finding an equation of motion for
the Clebsch variable that both describes the correct Euler fluid without Lagrangian chaos is
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an unexplored research topic. This chapter describes an instance of a Lagrangian-chaos-free
dynamical system for an implicit representation of vortex filaments.

Implicit filament representations We represent filaments as the zero set of a complex-
valued function. These zero sets of a complex phase field are widely studied in condensed matter
physics as topological defects appearing in superfluids and superconductors [BBH*94, Pis99].
These topological defect models also facilitate singularity placements in flow analysis and
geometry processing [WPS14, SVB17, PBS20]. Complex phase field models are taken more
generally as high-codimensional level set representations by [AS96, RMX001, BCMOO01, Min04].
However, in the physics and geometry processing literature, the level set functions have specific
physical meanings such as the phase of a wave, leaving little room for a smoother representative.
In most cases, the phase field has norm 1 except for a sudden dip to 0 near the filaments,
creating a configuration that is difficult to resolve efficiently on a computational grid. In the
level set method literature, the norm-1 condition is often adopted for (re)initializing the level
set functions despite the discontinuity [RMXO01]. The complex phase is constructed locally
with little discussion about global topological obstruction. [BCMOO01] addressed the challenges
in reinitializing the multi-component level set functions; by mimicking the codimension-1
signed distance functions, they propose a sophisticated reinitialization by solving a “manifold
eikonal equation” along the isosurface of each function component. Unfortunately the process
will not resolve the twists of the framed curve. To our knowledge, there has not been a
thorough discussion about the degrees of freedom in the implicit filament representations or in
their dynamics until now.

In this chapter, we explore the degrees of freedom of both the codimension-2 level set functions
and their equations of motion. We further provide a simple reinitialization method comparable
to the codimension-1 signed distance function. Comparisons show that exploiting these degrees
of freedom are essential to a robust simulation.

5.3 Representations for evolving curves

We now begin our description of implicit filament dynamics. The main mathematical object
is a union of closed space curves. This section describes an implicit representation for these
curves and their dynamics, as well as the degrees of freedom in the representation.

5.3.1 Representations for curve configuration

Let the physical domain be an open region M < R3. We use v to represent a collection of m
closed curves

v: Lm, St — M,

where | | denotes a disjoint union, St is the topological circle, m is the number of filaments,
and + is the mapping from the 1D curves into 3D. The configuration space X of these filaments
is the space of all possible placements of these curves:!

0
X = |_| {v: L, St — M}/ reparametrizations. (5.3.1)
m=1

!Precisely, reparametrizations mean the quotient by the orientation preserving diffeomorphisms on |_|:"  S*
for each fixed m (See Section 2.2.1 for detail).
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Figure 5.2: An example of level surfaces of two linked curves. The blue and red surfaces are
cross sections of {Imy) = 0} and {Rey) = 0} respectively.

Although it is straightforward to represent curves explicitly via objects « in (5.3.1) as parame-
terized curves or their discrete counterparts, topological changes of curves such as splitting or
merging are difficult to describe mathematically and algorithmically. For instance, the number
m of components can change when curves reconnect or split apart.

Instead of relying on an explicit curve representation, our work adopts an implicit representation
for the elements in X'. We model every collection of closed curves in M as the zero set of a
complex-valued level set function v: M — C:

v={pe M|[¢(p) =0} = {Reyp = 0} n {Im¢ = 0},

In other words, an alternative definition for v is the set of all points p where both the real and
imaginary components of a level set function 1) evaluate to zero as in Figure 5.2. We find it
useful to draw an analogy to the scalar-valued level sets commonly used in computer graphics
applications: the zero level-set of a scalar-valued function represents shapes of codimension
1 (a.k.a. surfaces), while our complex-valued level set has twice as many variables and thus
represents shapes of codimension 2 (curves).

We next note that different functions ) can represent the same collection of curves if they
share the same zeros and orientation. To formulate this redundancy precisely, we define the
following equivalence relation ~ on the function space (M — C). We say ¢ ~ 1)y if their
zeros agree i.e., 171 (0) = 15 '(0), and share the same orientation, that is,

[ s
Lzlm v Lz fm ()

for any oriented topological disc ¥ intersecting transversely with . For details, see Section 3.2.

For the implicit representation to work properly, we make a regularity assumption that the
level set functions 1) are sufficiently “nice” around the zero set. Precisely, we assume 1) is
smooth, and the differential d1/1|p: T,M — C = R? is surjective, i.e. its matrix form has rank
2 at any point p on the zero-set.
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To summarize, our configuration space of filaments X’ from (5.3.1) is replaced by the space of
complex-valued functions ¥ modulo the above equivalence class:

Fi={¢: M >C}/ ~.

While X and F describe the same configuration space of filaments, the objects in F are much
more continuous compared to the disjoint spaces of X.

Relation to Clebsch representations The representation of codimension-2 curve geometries
in 3D is known in fluid dynamics as Clebsch representations [Cle59, Lam95, CKPS17, YXZ*21].
For a fluid flow with a smooth vorticity field, the vortices are geometrically depicted as fibrous
vortex lines diffusely distributed over the fluid domain. A Clebsch representation aims at an
implicit representation for such fibrous structure. The representation uses a map s: M — X
from the 3D fluid domain M to a 2-dimensional manifold Y with a measure o to describe the
vortex lines as preimages s '{p} of points p € 3, and the density of the vortex lines as the
pullback s*(o) of the measure o. A smooth Clebsch map s and a smooth measure o yields a
smooth distribution of vortex lines. To achieve a more singular and concentrated vorticity field
such as vortex filaments, one would consider s with larger derivatives [MW83] (s sweeps out
more measure o over a small area in M).

In our setup, we want to represent singular curves with a Dirac-§ density, instead of diffused
distribution of vortex lines. Previous considerations in Clebsch representations would set the
Clebsch map s with enormous derivative. By contrast, we obtain such concentrated filaments
by setting o singular while keeping the Clebsch map smooth. Our complex level function
: M — C is a Clebsch map with the target space > = C equipped with a -measure o = g
at the origin.

An important discussion about Clebsch representations [CKPS17] is whether or not a fluid
configuration can be represented with the choice of ¥ and o. Previous Clebsch representations
[CKPS17, YXZ*21] adopt X = S?, since the more straightforward choice of ¥ = R? >~ C
with the standard area measure o can only represent fluid flows with zero helicity. The
helicity obstruction is reduced for X = S? as it can admit a discrete set of nonzero helicity
[CKPS17]. Our Clebsch representation can represent any space curve without any obstruction.
In particular, the helicity of a vortex filament is proportional to its writhe [AK21] which can
take any real value.

5.3.2 Representations for curve dynamics

In the explicit representation, a first-order time evolution of curves v: (| | S!) x R — M can
be described by an equation of the form:

(;Z(s,t) =V.,(s), se||S'teR. (5.3.2)

Here, s is the parameterization of the curve, ¢ is time, and the velocity V(y: X — (| |S' — R?)
is a dynamical model that tells the filament how to move based on the current filament shape
and position.

Example 5.3.1. In the context of fluid dynamics, important examples for the velocity model
V are the ones that govern the motion of vortex filaments. When M = R3, i.e. there are no
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obstacles or boundaries, the velocity models are the Biot—Savart model

r oo s)—=(5) -
VS (s) = 7'(3) x L1243 (5.3.3)
dm v (s) —7(3)°
and the more regular Rosenhead—Moore model [Saf93, pp. 213]

*3/%2 + 1y(s) =7(3)

where the constants I and a are the vortex strength and vortex thickness respectively, and the
integrating measure d3 is the arclength element (set a = 0 for the Biot-Savart model). Note
that (5.3.3) and (5.3.4) are the restrictions at the curve of the entire fluid velocity field over
the 3D domain

URM (5 —15) ~ds, zeR® (5.3.5)

g 47rj€\/ 3202 4 \x— (3 )|2
That is, VM(s) = UMM(v(s)).

Now, we translate the dynamical system (5.3.2) into an evolution equation for a time-dependent
complex level function . First, we note that the evolution of 1 around the zeros is given as
the transport equation along some vector field, which is formally the following lemma.

Lemma 5.3.2. For any time-dependent complex level set function 1y with the regularity
assumptions in Section 5.3.2, there exists a neighborhood U — M of the zero set of ) and a
vector field v: U — R3 such that

i

o TU V=0 inU. (5.3.6)

Proof. By the regularity assumptions in Section 5.3.2, there exists a neighborhood U of the
zero set of i) where the 3D-to-2D linear map d) is full-rank and thus surjective. Hence at
every point z € U and for any value of @/a(x), there exists a vector v, € R? such that
dip|.(vy) = —/ee(x). With this construction, we obtain a vector field v: U — R? satisfying
Mot +v-Vip =0in U. O

Hence the representation of the dynamics for ¢/ can be encapsulated into a vector field. Observe
that the zero level curve v of ¢ evolves by 9/t = v|, under the transport equation (5.3.6),
and that ker(dw) at each point on + is spanned by the tangent « as 7' lies on the tangent
spaces of both {Imy) = 0} and {Rey) = 0}. By matching these induced curve dynamics in
Lemma 5.3.2 with (5.3.2) we conclude:

Theorem 5.3.3. The zero level curve v of ) evolves according to (5.3.2) if and only if i)
satisfies (5.3.6) for some vector field v that agrees with the curve velocity at the curve:

v(1(s)) = Va(s) + f(s)7'(s5) (5.3.7)

where f~' is the tangent vector ' multiplied by an arbitrary scalar function f. The degrees of
freedom of the dynamics for 1) are the degrees of freedom for choosing v with the condition
(5.3.7).
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Essentially, the only velocities that really matter for the evolution of the curves are the velocities
located on the zero level set. Furthermore, the locations of the curves will not change if we
slide them around their tangent direction (like spinning a circle around its axis of symmetry),
so we only need to pin down their normal and bi-normal components. So we have a huge
number of velocity variables (3 for each point in the 3D domain) with very few constraints (2
for each point on the 1D curves). This under-determined system gives us a redundancy in
possible velocity fields for curve dynamics, which is largely unexplored by previous work.

Let us apply Theorem 5.3.3 to vortex filament dynamics (cf. Example 5.3.1): Plugging in
(5.3.5) for v gives us the following dynamics for 1):

aat@/) +v-Vio=0, v(zr)= UWRM@)- (5.3.8)

This is the most straightforward way to do it: simply advect the level set ¢ in the exact
same way as the rest of the fluid. However, we know that v = UWRM is an extremely sensitive
function to deal with numerically — it tends to infinity near v, has unbounded derivatives,
and rapidly changes direction in very tight swirls. Small errors in « inevitably create huge
errors in velocity, making simulations unstable, as demonstrated in our accompanying video.
Fortunately, according to Theorem 5.3.3 we now know that there are infinitely many velocity
fields that will all theoretically give us the same filament motions; our mission in the next
section is to swap out this unstable Biot-Savart velocity field for one that is much more
numerically robust.

Remark 5.3.4. When a curve has a self-intersection, that is, there is a point p = y(s) = v(s')
for some s # s, the differential di, fails to be surjective. Consequently, Lemma 5.3.2 and
hence Theorem 5.3.3 do not apply. Intuitively, the time evolution of a self-intersecting curve
is not described by the advection of 1 along a single vector field as the overlapping points
v(s) and ~y(s’) may have different velocities.

In the numerical scheme we present in Section 5.5, we handle this issue by introducing a
mechanism that automatically resolves self-intersections as soon as they appear.

5.4 Untwisted Clebsch variables and non-swirling
dynamics

5.4.1 Untwisted Clebsch variables

Like the common codimension-1 real-valued level set methods, the implicit representation
benefits from the regularity of the level set function. There, a level set function is well-
conditioned if the magnitude of the gradient is close to one. For that reason, the level set
function is typically initialized as the signed distance function, and this property is typically
maintained as the level set is evolved (called re-distancing).

For our codimension-2 complex level set representation, we shall also characterize a set of
desirable qualities of the complex level set function v: M — C. Due to the higher codimension,
the discussion involves the notion of twist from the mathematical ribbon theory. Finally, we
describe a concrete construction of ¢ that will be used for initialization and re-distancing.

Conditioning of a complex level set function

We want 1) to be continuous everywhere and non-zero outside the curves v = {¢) = 0}.
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Near the curves ~, we want the differential di) to be well-conditioned: if we only consider the
function restricted to the plane spanned by the curve normal and bi-normal, dv|,, is close
to an isometry; that is di|,.: - — C = R? has singular values ~ (1,1). Notice, however,
that even when dv|1 is well-behaved on each normal plane, the level set function ¢ can still
exhibit significant shearing if the complex phase varies significantly along the tangent direction.

This variation of complex phase along the curve's tangent can be seen more intuitively
via the geometry of the surface Sy, formed by the level sets of the positive real part of
(Sy = {Re(¢) < 0,Im(¢) = 0} = {arg(¢)) = 7}). Note that the boundary of the surface Sy
is 7y, as illustrated in Figure 5.3. The tangential variation of the phase arg(t) is embodied by
the twist of Sy, at its boundary 7.

For the specific method presented in this chapter, we take a simple construction of v that is
known to have a smooth Sy, with little twisting at . We first lay out a few geometric and
topological properties about the twist. Readers who are only concerned about the simulation
method can skip ahead to the last part of this subsection, Solid-angle distance function.

The twist of a complex level set function

To discuss the twist precisely, we first review the standard definition of twist for a ribbon of
a curve. Then, we apply this definition to the ribbon induced by v, which is tangent to the
surface Sy.

Definition 5.4.1 (Ribbon and twist). Let U be a unit normal vector field over a collection
of non self-intersecting space curves v. A ribbon R of v is defined as another collection of
curves R = v + €U where € > 0 is taken sufficiently small so that R does not intersect with
itself and .

The twist of the pair (v, R) at each point on 7 is given by
w=U"(vxU)

where (-)" is the derivative along curve's tangent relative to arclength.

lhen the total twist of (’7, R) is defined as
1 '
2
Y

We now consider the ribbon induced by .

Definition 5.4.2 (¢-induced framing). Each complex level set function ¢): M — C for ~
gives rise to a normal vector field Uy : v — R?, |Uy| = 1, (#/,Uy) = 0 that points to the
direction where 9 is real and positive. Explicitly, at each point on 7,

(deply) ' (=1)
[(dply )~ (=D

This defines the ribbon Ry, := v + €U, with a small enough € > 0 as in Definition 5.4.1. Using
this, we define the twist wy, and the total twist Tw(1)) as those of the ribbon (7, Ry,).

U¢ =
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When di|.,1 7+ — C is conformal (which is true, for the solid-angle distance function we will
introduce in this subsection, since it is isometric), the twist directly relates to the derivative of
1) along the curve:

v = ~()) = - ke (P2T) = ang,

in a small neighborhood of ~.

Figure 5.3: The surface Sy (translucent blue) and the ribbon U, (opaque cyan).

Now, a natural consideration for designing 1) is to minimize the twist. For example, one
may try to construct Bishop's parallel frame [BWR™08], which has no twist. However, one
would find the construction impossible for a closed curve and a union of closed curves in
general. This is due to the following theorem that the total twist Tw(¢)) is fixed by the curve
geometry v € X or the equivalent class of level functions [¢] € F, and hence non-zero unless
Tw(y) = 0.

Theorem 5.4.3 (Invariance of total twist). Suppose M = R3. Let [¢)] € F. Then any
representative 1) € [1)] has the same total twist Tw(1)).

To prove the theorem, we use an auxiliary setting.

Definition 5.4.4 (Seifert surface and Seifert framing). A Seifert surface ¥ of 7 is an oriented
and compact surface such that 03 = . 2 A ribbon R of 7 is called a Seifert framing if there
is a Seifert surface X such that R is tangent to > on v = 0.

Definition 5.4.5 (Ribbon helicity). Let ; be each connected component of v and R; be a
ribbon of +; Then the ribbon helicity of ~; is

H (v, R;) = Link(y;, Ri) + ) | Link(v;,7;)
iz

where Link is the linking number between non-intersecting curves.

The linking number in Definition 5.4.5 measures how much two curves are linked. For details
we refer to [AK21].

When the ribbon is a Seifert framing, the helicity of the ribbon vanishes ([DWCWR21, Theorem
3]):

2Note that a standard definition of Seifert surface additionally requires connectedness [Sei35, Mur96], but
we drop this condition for our purposes.
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Lemma 5.4.6 (Zero ribbon helicity of Seifert framing). If the ribbon R of a collection of
curves y is a Seifert framing, we have

where (;, R;) are each connected component of vy and its associated component of R.

Another key ingredient is the Cadlugareanu theorem:

Lemma 5.4.7 (Calugareanu). For a single curve v and a ribbon R, we have
Link(vy, R) = Tw(y, R) + Wr(y)

where Wr(7y) is the writh of ~y (for details, see [AK21]).

We are now ready to prove the theorem.

Proof of Theorem 5.4.3. Without loss of generality, we can assume a constant phase-shift to
1) so that Sy is a Seifert surface of 7.3 Hence for the ribbon Ry, we have H(v;, Ry;) =0
and namely Link(y;, Ry,) = —Zj# Link(v;,~;) for each 7, due to Lemma 5.4.6. Applying
the Calugareanu theorem (Lemma 5.4.7), we have

Tw(y) = Tw(y, Ry) = ZTW(% Ry ;)

— Z — Wr(v;) + Link(v;, Ry ;)

_ _Z (Wr(%-) + ZLink(%,’yj)> :

j#i
This show that Tw(v) depends only on ~. ]

Note that even though the total twist is fixed among possible choices of 1), strong local twist
can still be present.

Solid-angle distance function

As explained above, we desire a complex level set function ¢ that is numerically well-conditioned:
it should be nearly isometric near the curve « and non-zero outside ~. In order to isolate these
properties and enforce them explicitly, we model v with a complex wave function:

Y(x) = r(z)e?@.
Similar to signed distance functions for the codimension-1 level set functions, we set
[W(z)| = r(x) = dist(y,z), zeMcR®

This setup ensures that the value 1(z) is non-zero for = ¢ . What remains is a choice for the
complex phase 6: M\y — S' = Rioq 21, Which we set to the half solid-angle subtended by ~:

1
O(z) = 5 SolidAngle(y; ) mod 27

where SolidAngle(7; ) € Ryod 4x is @ dimensionless quantity given by the signed spherical
area * enclosed by the projection of 7 on the unit sphere centered at x i.e. Proj~,(s) :=

3The connectedness of Sy, is not necessarily guaranteed, but Definition 5.4.4 and Lemma 5.4.6 do not
require connectedness.

4Qur definition of the solid angle is modulated by 47 as the spherical polygon of projected curves may
cover the sphere multiple times.
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x dist (v, x)
e

‘7\

SolidAngle(v; x)

w(x> — dlSt(’y, x)ei SolidAngle(vy;z)/2

Figure 5.4: The solid-angle distance function @ for a space curve « is constructed by the
distance and the angle subtended by the curve.

(v(s) — x)/|v(s) — z|. Combining these two, we now have the solid-angle distance function,
Y(x) = dist(y, ac)eiSOhdA“gle('Y"’j)/2 (5.4.1)

illustrated in Figure 5.4.

The solid-angle distance function meets our desired conditions for the codimension-2 level set
representation. On each normal plane 6|, is asymptotically the 2D angle function about the
zero 7, so that di|,. : v+ — C is close to an isometry.

Moreover, as studied by [BA18], the surface S, = {# = 0} features little twist at . Figure 5.5
illustrates this concept.

Remark 5.4.8 (Properties of untwisted Clebsch variable). We note that our choice of the
Clebsch variables 1) is an instance of many reasonable ones that exploit degrees of freedom
in curve representations rather than the optimal one for a specific dynamical system such as
vortex filaments.

Nevertheless, our 1) has a number of desirable properties. For example v is uniquely computed
from given curves with an explicit formula, and is locally little twisted with di)|,+ being locally
nearly-isometry, as we saw in this section. In addition, arg is harmonic and the zeros of
the real and the imaginary parts intersect orthogonally, which ensures the zeros to be always
codimension-2 and makes numerically extracting zeros robust.

Remark 5.4.9 (Open curves). Our construction of ¢ is not limited to closed curves but
is also valid for open curves with end points located on the boundary or obstacles subject
to the following integrability condition. The orientation of each curve assigns a positive or
negative signature for its two end points. The collection of curves is said to be integrable if
all ends of the curves lie on the boundary and each connected component of the boundary
contains an equal number of positive and negative ends. Note that vortex filaments must
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/A

W=

Figure 5.5: Plotting # on a 2D plane which intersects a circular vortex ring at two points
(left). The color indicates the value of the 6, and the black lines are its level curves. The
curves meet where the filament intersects the plane. Zooming into the white box (right) shows
evenly-spaced curves closer to the filament, where ¢? resembles the complex plane C.

be integrable since this integrability condition is precisely the integrability condition for curl:
The vorticity 2-form is the exterior derivative of a velocity 1-form if and only if it is closed
(divergence-free) and its restriction to every boundary component has zero total flux. In
this case, the integrability of curl ensures that the endpoints of open filaments landing on
boundaries must give equal positive and negative ends per boundary component. Therefore,
it is possible to pair the endpoints along the boundary and complete the filaments as closed
curves, from which we know how to construct ).

5.4.2 Non-swirling dynamics

In Section 5.4.1, we leveraged the degrees of freedom in the complex level set function 1 to
design a sufficiently regular implicit representation. Here, we exploit similar degrees of freedom
to construct evolution equations that produce theoretically equivalent dynamics but are more
numerically robust.

Many dynamical systems for curves already come with a known physical evolution equation.
For example, the vortex filament dynamics can be simulated with (5.3.8), i.e. by advecting
1 using the Biot—=Savart or the Rosenhead—Moore flow (Example 5.3.1). Hence, redesigning
the equation may seem unnecessary. However, when it comes to numerically advancing the
variables, the highly oscillatory or discontinuous nature of the Biot—Savart and the Rosenhead—
Moore flows near the vortex core (as illustrated in Figure 5.6) can cause significant interpolation
error. We point out that these errors are avoidable by redesigning the flow of the advection.

We consider dynamical systems as discussed in Section 5.3.2. Suppose the evolution of the
curve is given by % =V, where V, is the velocity field defined on the curve. The evolution
for 1) must be an advection by an extension v of the velocity field V, in a neighborhood of the
curve (cf. (5.3.6)). A straightforward construction of v is a constant extrapolation. That is,
v(z) is set to V, at the closest point on 7 from z. This extrapolation is, however, singular
where closest points are not unique as in the middle row of Figure 5.6.
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Figure 5.6: Different vector fields for two linked rings. The original Rosenhead—Moore model
(top), the nearest point velocity field (middle), and a smooth weighted average field (bottom).
While these three velocity fields coincide on the filaments, they differ significantly outside the

filaments.
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5.5. Algorithms

To gain continuity without changing the velocity on the filaments, we smooth away these
singularities by taking the weighted average of the filament velocity as

Here, N/ (z) is the normalization factor
N (@) = a1 (9)ds,
Y

and w is some weight function that applies less smoothing as it gets closer to the filament,
i.e. w(z,v(s))/N(x) — §(y (z) — s) as dist(x,y) — 0. For example, we observed that a
Gaussian function with distance-dependent variance works stably:

|z —7(s)
w(z,s) = exp <_02dist(az,7)

2
‘ ) , 0 some constant.

To accelerate computation for v, we can further multiply the integrand of Figure 5.4.2 by a
smooth cutoff function which equals to 1 near v and 0 far away from . Then v is non-vanishing
only near . By applying this smooth cutoff, we only need to evaluate v in a narrow band
close to the filament.

Note that v is in general not divergence-free. The velocitiy near the curve is determined
according to the curve velocities so that the motion of the zeros of 1) emulates the motion
of the curves. Imposing an additional constraint like incompressibility to the velocitity field
may trade off the fidelity to the original curve motion or the numerical smoothness of the
surrounding vector field.

5.5 Algorithms

In this section, we describe an algorithm for simulating filament dynamics.

Throughout the simulation, we maintain a complex level set function . The main algorithm
computes the transport equation of 1) along a velocity field v in a neighborhood of the zeros
of ). This main algorithm is accompanied by a few subroutines for evaluating the velocity
and redistancing: one subroutine extracts the zero set v of v); another subroutine constructs
the solid-angle distance function ¢ from « (5.4.1); a third subroutine evaluates the filament
motion V/, using ~; and the last subroutine extends V., to a velocity field v in a neighborhood
of v (Section 5.4.2).

We store the level set function ) and the velocity v on a 3D lattice and discretize the curves
~ as oriented collections of line segments.

5.5.1 Details of subroutines

1. Advection

To advect ¥ with a given flow v, one can adopt any Eulerian advection scheme. In our
implementation, we use the modified MacCormack method [SFK*08] with 4th order
Runge—Kutta back-tracing.
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Algorithm 5.1: The main time integration

Input: Initial filament v € X’;

1 1) « construct ¢ from ~; > Subroutine 3
2 while simulating do
v < evaluate V, and extend it on grids near ; > Subroutine 4
1) < advect ¢ along v; > Subroutine 1
~ < extract the zero set of 1; > Algorithm 5.2
1 «<— construct ¢ from ~; > Subroutine 3

3
4
5
6
7

end

Algorithm 5.2: Extract the zero curve v from

1
2
3
4
5
6
7
8
9

foreach cell ¢ do

foreach face f in c do
Compute incidence ny € {—1,0,1}; > Eq. (5.5.1)
if |2 — z+=D| < ¢ then
| Find p} = ¢71(0) e R*in f; > bilinear interp.
end
end
Connect p; and p; of some faces f, g in c;

end

2. Construction of v from v

After updating ¢, we need to update the filaments « by extracting {¢) = 0}. We
summarize this subroutine in Algorithm 5.2, which is adopted from [WPS14].

In our setting, each vertex of v lives on a face f of the volumetric grid. We first evaluate
for each face f the {—1,0, +1}-valued signed intersection ny with the zero curve of ¢
using the argument principle: If the vertices of a face f are i, j, k, £ in an oriented order,
then

1 . .
ny = o (arg(%) + arg(%’;) + arg(%) + arg(%)) (5.5.1)
using the principal branch —7 < arg(-) < m. Geometrically, (5.5.1) describes how many
times the quadrilateral v;, 1;, 1y, ¥ € C winds around the origin. For each face where
ny # 0 we evaluate the more precise location of the zero using a bilinear interpolation.
That is, we regard f = [0, 1]? by scaling and v is bilinearly interpolated as

Vr(z,y) =1 —2)(1 = y)1p(0,0) + z(1 — y)y(1,0)
+ (1 - x)y@b(O, 1) + ffylb(la 1>a

and ¢y : f — C has the inverse when ny = +1. The location 1/)]71(0) is a vertex py of
the curve . Finally, we build the edges of v by running over the grid cells where we
connect the pairs of zeros on the face with a consistent orientation. Each cube ¢ may
have up to two pairs of zeros with positive and negative n;. A cube with two pairs of
vertices has an ambiguity similarly to the marching cube algorithm [LC87]. We resolve
this ambiguity by connecting vertices arbitrarily in a way that preserves curve orientation.
We have not investigated higher order algorithms to connect curves more accurately at
the sub-grid scale.
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3. Construction of ¢ from v

Given ~y, we construct 1 as the solid-angle distance function (5.4.1). For each grid point
x near 7, we evaluate |¢(x)| = dist(v, z) as the distance to the closest polygon edge.
We evaluate arg(¢)(x)) = 6(x) = 5 SolidAngle(v; ) by computing the signed area of
a spherical polygon with vertices {p;}), that are the discrete points of  projected
onto the unit sphere centered at x. To ensure differentiability and the local isometry
properties of di)|, |, the sign of # must depend on curve orientation: we compute the
signed area by introducing a pole Z: = (1,0,0):

N
SignedArea ({p;}\,) = Z sign ((p; X piy1) - Z) Area(p;, pis1, Z)
i—1

where the unsigned area of each spherical triangle {¢1,¢2,q3} is computed using a
standard area formula [BC87, Arv95al,

<(%’1 X qi) - (i % %H)) .

3
Area(qi, q2,q3) = —m + ) arccos
Z Igi—1 % ¢ [gi * qisa

i=1
These equations assume cyclic vertex indexing, so pyy1 = P1, ¢3+1 = q1, and q1_1 = q3.

Alternatively, we can use the area formula for spherical polygons introduced in Chapter 7,
which is robust even when the polygon {p;}¥, has degenerate points.

4. Extending velocity to grid

In order to advect v, we need to extend the velocity field defined on ~ to the grid points
near the curves. To produce non-swirling dynamics, we used a smooth average field
(Equation 5.4.2, 5.4.2, and 5.4.2) for the examples in this chapter, unless otherwise
explained. In Figure 5.4.2, we observed that ¢ ranging from 0.1 to 10 times the grid
size works stably without smoothing out detailed dynamics.

5.6 Applications

This section discusses applications of our approach, specifically applied to vortex filament
dynamics. We implemented our algorithms on Houdini 18.5.759 and ran all simulations on
a MacBook Pro (13-inch, 2020) with a 2.3 GHz Quad-Core Intel Core i7 processor. For an
example implementation, see https://github.com /sdsgisd/ImplicitVortexFilaments

We use our algorithm to animate two “leapfrogging” vortex rings in Figure 5.7 and our
accompanying video. We note that the system remains stable and highly symmetric even at
the end of a long simulation with several high-speed ring interactions. Figure 5.8 visualizes
two vortex rings colliding with one another at right angles, reconnecting, and detaching into
two new rings. We note that the final rings retain plenty of energy after the collision event, in
contrast to Eulerian simulations of this phenomenon which tend to damp out over time. The
visual detail in our simulations is also practically independent of grid resolution, as the motion
of marker particles are described analytically by velocities (Equation 5.3.5), instead of a vector
field stored on a coarse grid.

Figure 5.9 illustrates a jet of smoke created by generating a new smoke ring at the left side
of the domain every three time steps. For transporting smoke as a scalar field stored on
grid points, we again used Equation 5.3.5. This simulation shows the robustness of our
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Figure 5.7: Two filaments leapfrog through one another, dragging marker particles into the
shape of a mushroom cloud. The initial filament geometry consists of two co-planar vortex
rings, one with half the radius of the other.

topology changes: each re-connection event is the result of a curve extraction from a level
set function, so there is no possibility of any unexpected edge cases, and no need for any
geometric intersection code. The simple set-up creates a large variety of chaotic motions
resulting from fast leap-frogging rings squeezing in between others and reconnecting filaments
causing sudden changes in direction. When rings shrink smaller than the grid resolution, our
algorithm deletes them (similar to codimension-1 level set methods).

Lastly, Figure 5.1 illustrates how our method can evolve intricate filament geometry, specifically
the (5,8)-torus knot defined by

v(s) = ((cos(gs) + 2) cos(ps), (cos(gs) + 2) sin(ps), —sin(gs))

with (p,q) = (5,8) and s € [0, 27).

5.6.1 Influence of numerical parameters

Figure 5.10 demonstrates the importance of each step in our approach by selectively removing
or modifying different algorithmic components and illustrating the consequences. First we
illustrate what happens when we vary the free degrees of freedom in the velocity field v used
to advect the filaments. In agreement with the discussion in Section 5.3.2, we see that setting
v to the fluid velocity (based on Biot-Savart kernels) field causes the level set function % to
rapidly twist up and become unstable. Setting v to equal the velocity at the nearest point
on the filament creates similar noise, presumably due to spatial discontinuities in the field.
Compare these results to the smooth geometry generated by our velocity field at the bottom
of Figure 5.10.
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Figure 5.8: Two smoke rings (left) colliding at orthogonal angles (middle) and re-connecting
(right). Rendered as filaments (top) and marker particles (bottom). The colliding rings leave
swirly trails of smoke particles after their collision and reconnection.

Lower down in the same figure, we illustrate the effect of varying the free degrees of freedom
in our level set function ¢. Starting with an initially smooth ¢ and advecting it without
any re-distancing or regularization works well at the beginning, but it eventually accumulates
topological noise. To illustrate the impact of ¢'s free parameters on numerical stability and
accuracy, the fourth row in Figure 5.10 replaces our smooth choice of ) with one that is
intentionally twisted by a phase shift of Af(x) := 0.05 dist(z,y); the twisted ¢ causes high-
frequency geometric noise and artificially shrinks the filaments. Again, we can compare these
results to the smooth geometry generated by our un-twisted @ at the bottom of Figure 5.10.

Another important numerical parameter is the spatial resolution of the filament. Lagrangian
methods constrain the curve resolution by subdividing and collapsing edges when they become
too long or short. In contrast, our method controls the curve details via the resolution of the
grid used for the level set 1. Figure 5.11 illustrates a simulation of an evolving trefoil knot
on a 50 x 50 x 60 grid and one twice as detailed at 100 x 100 x 120. As expected, higher
resolution grids create filaments with sharper details. Note, however, that the common way
to visualize fluids is with marker particles or smoke densities, not by visualizing the filaments
themselves. Thus, even very low resolution vortex filaments can still produce high resolution
visual details. More detailed filaments make themselves evident via there more detailed velocity
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Figure 5.9: A jet of smoke, rendered as raw filament geometry (top) and an advected smoke
density function (bottom).

fields and complex smoke dynamics.

5.6.2 Comparisons with Lagrangian filaments

Next, we qualitatively compare implicit and explicit representations of curve dynamics using
our algorithm and the Lagrangian vortex filament technique of WeiBmann and Pinkall [WP10],
as implemented in Houdini software by SideFX. Figure 5.12 shows the evolution of a knotted
vortex filament with both methods. The filament is initialized as

v(s) = (sin(s) + 2sin(2s), cos(s) — 2 cos(2s), — sin(3s))
with s € [0, 27). Aside from some small differences arising from the particulars of how filaments
break apart and reconnect, the two methods produce roughly the same dynamics.

On the other hand, the two methods have significantly different mechanisms for handling
topological changes, which can produce divergent results. The Lagrangian method depends on
user parameters like the thresholds for distances and angles between curves; the only relevant
user parameter for changing topology in our method is the grid spacing, which prescribes
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Advection along the Biot-Savart velocity field

Gl od

Advection along the nearest point velocity field

i

Without redistancing

Vas

Artificially twisted 1
Figure 5.10: Comparisons with different settings. Initial state is the 1st row of Figure 5.13.
The left and right columns show states at frames 20 and 45.

Our proposed setting
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Resolution 50 x 50 x 60

Resolution 100 x 100 x 120

Figure 5.11: Simulation of a trefoil knot with different grid resolutions, as viewed from the
side (left column) and front (right column).

~~—"
WeiBmann and Pinkall [WP10]

o~/

S ) \ A
Our method

Figure 5.12: Comparing a buoyant trefoil knot simulation by WeiBmann and Pinkall [WP10]
to ours. The simulations evolve from left to right.
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Initial state

Our method

7
7 [

WeiBmann and Pinkall [WP10], with aggressive re-connection
C \

7

WeiBmann and Pinkall [WP10], with conservative re-connection

Figure 5.13: Simulating two linked vortex rings (top) with our method (2" panel), and
with the explicit filament approach of WeiBmann and Pinkall [WP10] (bottom two panels).
Lagrangian methods can be sensitive to numerical parameters for topological changes.
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the resolution of the level set ¢. Figure 5.13 shows a simulation of two linked rings: our
approach both preserves long thin tendrils and filters out topological noise. The Lagrangian
simulation is sensitive to re-connection parameters: setting these parameters too aggressively
leads to smooth geometry but loses thin features, while setting parameters too conservatively
preserves thin features but creates noisy, persistent, high-speed “ringlets” that dominate the
fluid velocity field.

We stress here that the purpose of this comparison is to show how explicit and implicit
descriptions handle topological changes of curves result in qualitatively different ways; the
accuracy of these methods are not easily comparable as they have different mechanisms, and
the accuracy depends on the type of curve dynamics.

5.6.3 Obstacles

Like many methods for vortex dynamics, our method can also make filaments circumvent
obstacles. A typical approach is to find a smooth harmonic potential ¢ such that for a given
obstacle B « M, it solves

(vy —vop — Ve, nygs = 0 on 0B
¢ — 0 at infinity

where v;p5 is the boundary velocity at each point of dB. WeiBmann and Pinkall [WP12]
construct such a potential by regarding points inside B as sources of localized potentials so
their weighted sum solves Section 5.6.3, and Brochu et al. [BKB12] and Zhang et al. [ZB14]
solve a similar system using boundary element techniques. Nabizadeh et al. [NCR21] address
an equivalent problem by solving linear PDEs on infinite domains using the Kelvin transform.

Another approach by WeiBmann and Pinkall [WP10] is more specialized to vortex filaments and
phenomena like vortex shedding; it regards the obstacle as a collection of artificial filaments
~vur such that the normal component of the velocity is zero. Other approaches, like that of
Park and Kim [PKO05] and Da et al. [DBWG15] add point constraints to the boundary which
zero out both the normal and tangential velocity components.

Our vortex filament algorithm is compatible with any of these obstacle-handling methods;
our particular implementation uses [NCR21], as seen in Figure 5.14. We can observe that
filaments near the obstacle are accelerated due to the induced mirrored image of themselves
in the obstacle (or vortex sheet on the surface).

Note that for the evolution of curves, only the evaluation of the velocity field needs the
treatment of the boundary. Other components of the algorithm including the construction of
levelset function ignore the boundary and do not require any additional treatments.

5.6.4 Other types of filament dynamics

Our idea of implicit representation of filament dynamics is not limited to vortex filaments. In
theory, this should be applicable to any first-order time evolution of curves. Figure 5.15 shows
an example with the curve-shortening flow,

Gl

g(é’,t) == (S7t)'

As expected, this velocity causes the filament to shrink over time, similar to mean-curvature
flow for surfaces [0S88].
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Figure 5.14: Turbulence caused by a spherical obstacle. We generate a new vortex filament
ring every 10 frames.

5.6.5 Discussion

Our method represents a fundamental new way to animate fluids and vortex filament dynamics.
Its unique features give it some strengths and weaknesses relative to existing approaches.

First of all, we represent our filaments with implicit functions ). While there are many ways
to encode an implicit function, our implementation uses a regular grid, which implies a finite
bounding box. While common for Eulerian fluid simulations, bounded domains are a constraint
not shared by Lagrangian methods. This constraint could be mitigated if we use sparse grids
or trees [MAB19].
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= O= & -«

Figure 5.15: Curves evolving under the curve shortening flow, from left to right.

Table 5.1: Parameters and timing breakdown per frame for all simulations in this chapter and
the accompanying video. Symbols I" and a are the intensity and the thickness of filaments.
All simulations are 24fps and and the time step size 1.0/24s except for Figure 5.15, which
we used 120fps. Average timings are taken over the entire simulation. The “Other” column
includes the remaining operations, including obstacle handling and generation of new curves
at the sources in Figure 5.9 and Figure 5.14.

‘ Scene H Resolution ‘ r ‘ a H Total time H Evaluate v ‘ Advect v ‘ Construct v ‘ Construct v ‘ Other ‘
Figure 5.13 || 100 x 100 x 100 | 1.0 | 0.05 0.159s 0.041s 0.017s 0.041s 0.056s 0.002s
Figure 5.12 || 100 x 100 x 120 | 1.0 | 0.05 0.274s 0.056s 0.026s 0.049s 0.102s 0.001s
Figure 5.7 60 x 60 x 200 2.0 | 0.08 0.090s 0.013s 0.021s 0.023s 0.031s 0.001s
Figure 5.8 || 80 x 120 x 140 | 1.0 | 0.05 0.152s 0.031s 0.030s 0.046s 0.044s 0.001s
Figure 5.1 || 100 x 100 x 140 | 1.0 | 0.05 0.655s 0.144s 0.085s 0.091s 0.332s 0.002s
Figure 5.9 || 100 x 100 x 180 | 2.0 | 0.08 1.423s 0.177s 0.099s 0.812s 0.324s 0.011s
Figure 5.14 || 100 x 100 x 160 | 2.0 | 0.08 0.969s 0.047s 0.087s 0.473s 0.226s 0.135s
Figure 5.15 || 100 x 100 x 100 | N/A | N/A 0.152s 0.028s 0.012s 0.068s 0.043s 0.001s

Table 5.2: Computational timings compared with Houdini’s built-in implementation of Weiss-
mann & Pinkall [WP10]. “Same DOF" refers to simulations with approximately the same
number of computational degrees of freedom as our method: we set the relevant parameters
(re-connection distance, minimum and maximum edge lengths ) so that the number of explicit
curve vertices are similar to ours.

‘ Scene description [ W&P [ W&P (Same DOF) | Ours |
Linked rings (Figure 5.13) || 0.052s 0.065s 0.159s
Trefoil knot (Figure 5.12 || 0.045s 0.101s 0.274s

The main parameter in our method is the grid resolution. As discussed earlier, this parameter
affects the geometric detail and topology of our filaments, influencing the velocity field
directly, but influencing the final visual results only indirectly. The grid resolution also directly
influences topological changes; the only mechanism for topological changes in our algorithm is
to merge curves when they intersect the same grid cell. We believe this automatic and robust
method for handling topological changes is a strength of our method; it minimizes the need to
fine-tune parameters (especially the relationship between minimum /maximum edge length and
topological change interaction lengths) and seems immune to the types of numerical blow-ups
that we have seen in Lagrangian methods when filaments get close or exhibit near-degenerate
geometry.

On the other hand, this grid-based method for re-connecting curves will also delete small
features when they shrink below the grid cell size (similar to level set methods for surfaces).
This behavior is most evident in our jet example (Figure 5.9). We believe that the deletion of
small features can be reduced in the future in a number of ways. More accurate advection
schemes will probably preserve higher frequency features of i) better without deleting them.
Also, although we took care to introduce a v and ¢ which alleviates egregious numerical
stability problems, we have not quite optimized for accuracy or geometric durability for the

78



5.7. Conclusion and future work

specific dynamics of vortex filaments. Finding a pair of v and ¢ that is more suitable for each
curve dynamics in the degrees of freedom discussed in Section 5.3 would lead to even better
numerical performance.

Although our method relies on Eulerian advection to evolve the geometry, it does not suffer
from the artificial viscosity typically associated with Eulerian fluid simulations. Our fluid velocity
is reconstructed from filament dynamics, so the velocity field is not recursively re-sampled and
does not accumulate damping errors. Consequently, our method produces swirly and energetic
fluid flows even at low grid resolutions.

Table 5.1 lists the simulation parameters and timing breakdown for each of the simulations in
this chapter and accompanying video. We stress that our prototype implementation is meant
as a proof of concept, and it has plenty of room for optimization. Our current implementation
employs regular grids for ease of implementation; future implementations can make great use
of sparse grids, since our filaments only use a 1-dimensional path through the 3D grid. Our
implementation of “Evaluate v" and “Construct 1" iterates over the entire curve geometry
for each point in the narrow band where v and 1) are required; future implementations could
use a sparse data structure and approximated fast summation via tree-codes like the fast
multipole method to reduce total evaluation time. Additionally, our current implementation of
“Construct 7" redundantly doubles the work per curve vertex, so that step can be sped up by
at least a factor of 2.

With these inefficiencies in mind, our implementation appears to run modestly slower than
Houdini's optimized implementation of [WP10] for the scenarios we tested. The two methods
have completely different numerical degrees of freedom, so we find it difficult to compare them
directly. Table 5.2 compares the computational cost of the two methods for figures in this
chapter. We aimed to keep the number of curve vertices roughly the same as our method's in
the “Same DOF" simulations, so we believe these are the most relevant for comparing timings.

In our examples of vortex filaments, we assumed inviscid filaments, but we can handle viscous
motions too once the time-derivative of viscous curves is speficied. We also assumed a
uniform vortex strength. Just as in the explicit description, our implicit description requires
a well-defined equation of motion for curves, and it outputs only new curve configurations
without processing additional quantities like vortex strengths. Simulating vortex filaments with
different strengths is an independent challenge. Merging filaments with different strengths
would create a graph of filaments rather than just disjoint closed curves, which would require
a new implicit representation for filament graphs.

5.7 Conclusion and future work

We have shown that implicit representations of geometric curves exhibit large degrees of
freedom in both their mathematical representation, as well as their dynamics. We then took
advantage of these redundant degrees of freedom to improve the stability of vortex filament
simulations.

We see a number of avenues that can be explored in future work. Our current strategy
exploits redundancy in the 3D velocity field and level set outside the filaments, but we can
also incorporate free degrees of freedom in the tangential components of the velocity on the
filament itself. More generally, one can attempt to formalize the regularization of v and ) for
various purposes. A possible instance is an optimization problem for certain energies aiming
provable guarantees on numerical accuracy and stability. Besides, the use of redundancy in
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dynamics should also be possible for other codimensional cases such as level surfaces in 3D or
level sets of an arbitrary codimension in a higher dimensional space.

Our numerical scheme can be made more sophisticated as well: higher order advection schemes
and geometric curve representations, as well as sparse and adaptive grids can make our method
both more efficient and more numerically accurate.

Finally, this chapter explores vortex filaments and curve shortening flows, but our ideas are
not limited to these specific dynamical systems. We expect that the idea of exploiting hidden
degrees of freedom in implicitly represented curve dynamics will generalize to many more types
of dynamics appearing in both scientific fields and engineering applications.
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CHAPTER

Symplectic structures on the space of
space curves

The content of this chapter is the article: Martin Bauer, Sadashige Ishida, and Peter W.
Michor. Symplectic structures on the space of space curves. Preprint. arXiv:2407.19908, 2024.

In the previous chapters, we studied symplectic geometry of codimension-2 shape space with
respect to the Marsden—Weinstein (MW) structure. To the best of the author’s knowledge,
MW structure was the only symplectic structure previously found and studied on this space.

In this chapter, we focus on the case of base dimension 3, namely the space of space curves.
We introduce new symplectic structures on this space, which generalize the MW structure.

Our method integrates the Liouville 1-form of the MW structure with Riemannian structures
that have been introduced in mathematical shape analysis. We also derive Hamiltonian vector
fields for several classical Hamiltonian functions with respect to these new symplectic structures,
leading to new Hamiltonian dynamics.

Dependency of the chapter This chapter is self-contained, as it reintroduces key concepts
appearing in previous chapters. For a deeper understanding of the general background on the
symplectic geometry of the codimension-2 shape space, readers may find Chapter 2 useful.

6.1 Introduction
Motivation and background The space of unparametrized space curves
UImm(S', R?) := Imm(S', R?)/Diff " (S)

as an infinite dimensional orbifold is known to have a symplectic structure called the Marsden-
Weinstein structure (MW-structure) [MW83]. Here Imm(S!, R?) denotes the space of
immersions of S' into R? and Diff *(S') is the orientation preserving diffomorphisms acting
on immersions as reparametrizations.

The MW structure is thought of as a canonical symplectic structure as it is formally a
Kirillov-Kostant-Souriau form by regarding space curves as linear functionals on the space
of divergence-free vector fields in R3; see eg. [MW83, Theorem 4.2] and [AK21, Chapter VI,
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Proposition 3.6]. Another incentive for studying the MW symplectic structure can be found in
its appearance in mathematical fluid dynamics: for example, one can interpret vortex filaments
as the MW flow of the kinetic energy of the velocity field induced by vorticity concentrated
on the curve. Via so-called localized induction approximation vortex filaments reduce to the
binormal flow, which is a completely integrable system and is again an MW flow for the length
functional as the Hamiltonian, see eg. [Saf93, Chapter 11] or [MB01, Chapter 7] and the
references therein.

To the best of the authors’ knowledge, to date no symplectic structures other than the MW
form have been studied on the space of unparametrized space curves. Riemannian structures
on this space, on the other hand, have attracted a significant amount of interest; primarily due
to their relevance to mathematical shape analysis [YoulO, SK16, BBM14]. The arguably most
natural such metric, the reparametrization invariant L2-metric admits a surprising degeneracy:
the geodesic distance between any pair of curves vanishes on both the space of parametrized
and unparametrized curves [MM05, BBHM12]. This result renders the L?-metric unsuited
as a basis for mathematical shape analysis and thus started a quest for stronger Riemannian
metrics, which induce a non-degenerate distance function and consequently can be used for
applications in these areas, see eg. [MM06, YM05, SKJJ10, BBHMAL17] and the references
therein. In these previous works, a typical approach to define a new Riemannian metric is to
incorporate a suitable operator L into the aforementioned standard L?-metric G.

On the other hand, the MW-form QMW has a Liouville form @MW (j.e., 1-form O s.t. —dO = Q)
as we saw in Section 2.3.2.1 Our key observation is that both the MW form QMW and the
Liouville form OMW are related to the L2-metric G via an almost complex structure, induced
on the shape space by the cross product with the unit tangent vector of the curve ¢, i.e.,
Je(h) := = x h; here ¢ : S' — R? is a space curve and h : S' — R? is a tangent vector to c.

|col
We have,

MW (B, &) = Go(Ju(h), k), OMY(R) := —=Gu(J.(c), h)

where ¢ is an element and h,k are tangent vectors on Ulmm(S',R?) related to ¢ and
h,k € T.Imm(S', R?) by the projection from Imm(S',R?) to Ulmm(S', R?).

Main contributions These relations between Riemannian geometry and symplectic geometry
on the space of space curves are the starting point of the present chapter: our principal goal
is to construct new symplectic structures on the space of unparametrized curves by combining
the above classical construction with more recent advances in Riemannian geometry of these
spaces, i.e., we construct new presymplectic structures by modifying the Liouville form of
the MW form using different Riemannian metrics from mathematical shape analysis. This
construction automatically leads to a closed 2-form (and thus a presymplectic form) on the
space of parametrized curves. Under certain assumptions on the Riemannian metric this form
then descends to a presymplectic structure on the space of unparametrized space curves and
thus it only remains to check the non-degeneracy of this 2-form to conclude that it is (weakly)
symplectic. Proving this property turns out to be surprisingly difficult and provides the main
technical contribution of the present chapter. Interestingly, in some cases the presymplectic

In Section 2.3.2, we used the sign convention €2 = dO. In this chapter we flip the sign for computational
convenience. Additionally we change the notation for the Liouville form from 1 used in Chapter 2 to © so
that both the MW form and the Liouville form are written with capital letters. But we emphasize that the
Liouville form © in this section is different from the Liouville form in the prequantum sense introduced in
Chapter 4 although they are both denoted by ©.
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form still has a nontrivial kernel on the shape space, but becomes symplectic when the quotient
by a further 2-dimensional foliation is taken.

We also derive formulae for Hamiltonian vector fields of several classical Hamiltonian functions
generated by our new symplectic structures and provide numerical illustrations to qualitatively
show a few simple examples among these new Hamiltonian flows. The Riemannian counterparts
can be found in the area of geometric gradient flows on the space of curves, where the
investigations of gradient flows for certain well-known Energy functionals (e.g. the entropy or
length energy functional) for Riemannian metrics other than the L2-Riemannian metric has been
recently initiated, see e.g. the work of Okabe, Schrader, Wheeler and Wheeler [OSWW23,
SWW?23]. In our investigations we observe that, for certain choices of Hamiltonian and
symplectic structure, we obtain a new representation of well-known Hamiltonian flows, i.e., we
may reproduce Hamiltonian flows of the MW symplectic structure from a different pair of a
symplectic structure and a Hamiltonian function. For other examples, we obtain genuinely
new Hamiltonian flows, which do not seem to be represented as a Hamiltonian flow for the
MW symplectic structure.

A seemingly more straightforward approach to obtain new symplectic structures is directly
defining a new skew-symmetric 2-form via alternating the Riemannian metric and combining it
with the almost complex structure J from the MW symplectic structure. This approach turns
out to be unsuccessful as the resulting skew-symmetric 2-form is usually not closed and thus
not even presymplectic. We discuss this approach and the resulting 2-forms in the appendix of
this chapter (Section 6.7). This highlights the non-trivial challenge of finding a 2-form which
is both closed and non-degenerate, rather than one being merely closed or non-degenerate.
This observation was our original incentive to follow the slightly more complicated procedure
described above.

Future directions In this chapter, we introduced new (pre)symplectic structures on the shape
space of space curves. Our procedure of modifying the Liouville form of a (pre)symplectic form
and taking the exterior derivative is not limited to such shape spaces. It would be interesting
to apply the same machinery for other infinite-dimensional (weak-)symplectic manifolds that
admit Liouville forms such as the space of complex functions on a domain or the cotangent
bundle of an infinite-dimensional Riemannian manifold.

At this point, the connection between new Hamiltonian flows and existing physical theories
seems to remain unclear. Hence we are also keen to use this new framework to find new
interpretations of physically relevant quantities as Hamiltonian flows, in a similar way that
certain compressible fluids are modeled as geodesic flows of higher order metrics [MM13].

Organization of the chapter In Section 6.2, we introduce Liouville forms via the modi-
fication of the L2-Riemannian metric, and then compute presymplectic forms by taking the
exterior derivative. In Section 6.3, we show that, a class of presymplectic structures attained by
conformal factors on the shape space are indeed weekly symplectic. We also derive Hamiltonian
vector fields with respect to these weak symplectic structures. In Section 6.4, we describe
more concretely symplectic structures induced by the length function as a special case of
conformal factors and provide several examples of Hamiltonian vector fields. In Section 6.5,
we discuss the presymplectic structure induced by the curvature-weighted metric, where we
leave the non-degeneracy open for future research. In Section 6.6, we numerically illustrate
simple Hamiltonian flows with respect to symplectic structures induced by length functions.
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Finally, in Section 6.7, we explain an alternative approach via almost symplectic structures
and the resulting conformal symplectic structures.

Notational conventions In this chapter, we adopt some notations tailored to its specific
content, which deviates from the conventions used in previous chapters.

For instance, from Chapter 2 to Chapter 4, we wrote parametrized shapes with a tilde (e.g., 5 €

Emb(S, M)), and unparametrized shapes with a raw alphabet (e.g., 7 € Emb(S, M)/ Diff* (5)).
We made this choice because we performed our analysis in those chapters in a parameterization-
free manner, and simpler notation helped with readability.

In this chapter, this convention is reversed. Parametrized shapes and their related quantities
will use plain letters (e.g., ¢ € Imm(S!, R?)), while unparametrized shapes and their associated
quantities will have an overbar (e.g., ¢ € Imm(S*, R3)/Diff *(S')). We make this change
because much of the analysis in this chapter uses parametrization of curves, so using the raw
alphabets for them makes the exposition clearer.

In addition, we denote differential forms (including symplectic forms) and Riemannian metrics
with capital characters. With this, we aim to ensure clarity, especially with the frequent use of
multiple subscripts and superscripts. For example, we denote the MW structure at ¢ € Ulmm
by QMW The subscript ‘MW’ is added to identify this specific structure, as several different
symplectic structures appear in this chapter. We do so to avoid confusion caused by using
lowercase characters like w. When combined with various subscripts like ‘MW’, they can
appear similar in font size to the main symbol, making it difficult to distinguish between the
primary object and its subscript.

6.2 Liouville structures and (pre)symplectic structures

Marsden—Weinstein form on the space of unparametrized curves

We briefly review the MW structure on the shape space of unparametrized space curves as
an infinite-dimensional orbifold. This is essentially a special case of the generic setting for
codimension-2 submanifolds, explained in Chapter 2. Nevertheless, we outline the setting here
to make this chapter self-contained. The only difference from the setting given in Chapter 2 is
that we allow self-intersections of curves in this chapter, namely deal with immersions rather
than embeddings.

We consider the space of regular space curves:
Imm(S", R?) := {ce C*(S",R?) : |dgc| # 0},

which consists of immersions of S! into R?. The space Imm(S!,R?) is an open subset of the
vector space C°(S',R3) and thus, similar as in finite dimensions, it is a manifold with tangent
space given by the sections of the pullback bundle by ¢,

T.Imm(S', R?) = I(c*TR?).

Since R? is a vector space, I'(c*TR?) is identified with C* (S, R?). In light of this, we treat
T JImm(S!, R?) as C*(S', R?) throughout this chapter.

We will denote differentiation with respect to 6 by a subscript, i.e., we write dyc = ¢4 and
dgh = hy for c € Imm(S',R?) and h € T.Imm(S*, R?). Furthermore, we will occasionally
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consider constant vector fields on Imm(S!,R?) obtained by extending tangent vectors h €
T.Imm(S!, R?) at some c to the entire Imm(S', R?). We will denote this vector field also by
h for simplicity, without explicitly stating so whenever it is clear from the context.

On the manifold of immersions we consider the action of the group of orientation-preserving
diffeomorphisms Diff*(S!) by composition from the right. This leads us to consider the
quotient (shape) space via the projection

7 : Imm(S', R*) — UImm(S*, R?) := Imm(S*, R?)/ Diff * (S*),

which is an infinite dimensional orbifold with finite cyclic groups at the orbifold singularities,
see [CMMO1] and [Mic08, 7.3].

The vertical direction of the tangent space T.Imm(S', R?) with respect to the natural fibration
7: Imm(S!, R?) — UImm(S', R?) consists exactly of all fields i that are tangent to its foot
point ¢, i.e., h = acy with some a € C*(S'). Hence the tangent space at ¢ = 7(c) is

T.UImm(S', R?) = T.Imm(S", R*)/ ker dr|.
= O°(S',R?) /{acy € C*(S*,R?) | a € C°(Sh)}.
Intuitively, we mod out all the tangent vectors that do not change the shape c.

In Section 2.3, we saw that UEmb(S', R?) = Emb(S!, R?) is a symplectic manifold equipped
with the MW symplectic form. The MW form extends to the larger space UImm(S', R?) and
can be explicitly written using the pullback 2-form QMW := 7*QOMW on Tmm(S!, R?):

OMW (h, k) = J det(ge, b, k)d0, h,k € T.Imm(S", R3).
§1

Note that QMW has a Liouville 1-form MW ie., OMW — _dOMW which also has an explicit
expression via the pullback 1-form @MW .= 7*@MW.

MW (h) = ;f det(0gc, ¢, h)db.
Sl

We will find new symplectic structures by modifying the Liouville form @MW in a way inspired
by the recent study of Riemannian metrics in shape analysis, which we explain now.

Reparametrization invariant Riemannian metrics on spaces of curves

On the space of parametrized curves we will consider reparameterization invariant (weak)-
Riemannian metrics of the form:

GE(h, k) =f (Leh, k)|co|df :J (h, L.k)|co|df
Sl Sl

where L € I'(End(7TTmm(S*, R?)) is an operator field, depending smoothly on ¢ € Imm(S!, R?)
such that for each fixed curve ¢ the operator
L. : T.Jmm(S', R?) = C*(SY, R?) — T .Imm(S*, R?) = C°(S', R?)

is an elliptic pseudo differential operator that is equivariant under the right action of the
diffeomorphism group Diff *(S') and also under the left action of SO(3), and which is also
self-adjoint with respect to the L?-metric, i.e.,

Leop(hog) = (L.(h))oy and J<Lch, kyds = J<h, L.k)ds .
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Remark 6.2.1 (Sobolev metrics). An important class of such metrics is the class of Sobolev
H™-metrics, where L = (1 — (—=1)™D?™) with D, = ﬁ&g being the arclength derivative.
Using the notation ds = |cy|df for the arclength measure we obtain for m = 0 the metric

G .k) = [ hoaldo = [ hios
st St
and for m = 1 the metric
GE P (01,k) = [ by + =D yds = [ Gy + (Db Dy,
st St

All these metrics can be written in terms of arc-length derivative D, = |719\59 and arc-length
integration ds = |cy|df only. It has been shown that each such metric induces a corresponding
metric on the shape space Ulmm(S!, R?) such that the projection 7 : Imm(S!,R) —
UImm(S!, R?) is a Riemannian submersion [MMO07]. In finite dimension this would follow
directly from the invariance of the metric, but in this infinite dimensional situation one has to
show in addition the existence of the horizontal complement (with respect to . the Riemannian
metric). We will see, however, that this particular class of metrics will not be suited for the
purpose of the present chapter, as the induced symplectic structure will not descend to a
symplectic structure on the quotient space.

The induced Liouville 1-form

Next we will use the metric G* to define a (Liouville) 1-form on Imm(S!, R3). Therefore we
consider for ¢ € Imm(S*, R?) and h € T.Imm(S', R?) the 1-form:

OL(h) :== GE(c x Dye, h) = J<c x Dge, Lehyds = Jdet(c, Dge, L.h)ds,

where x denotes the vector cross product on R3. We have the following result concerning its
invariance properties:

Lemma 6.2.2 (Liouville 1-form). For any inertia operator L, which is equivariant under the
right action of the group of all orientation preserving diffeomorphisms and the left action of
the rotation group SO(3), the induced Liouville 1-form © is invariant under the right action
of Diff ¥ (S') and the left action of SO(3), i.e., for any c € Imm, h € T .Imm, ¢ € Diff *(S')
and O € SO(3) we have

Of ey (O(h 0 0)) = O (h).

Proof. We will only show the reparametrization invariance, the invariance under SO(3) is
similar but easier. Using the equivariance of both L and D, we calculate

Ocop(hop) = J<COSO>< (Dsc)op, (Leh)og)lcslople!| df = J<C><Ds& Lehyds = ©g (h). O

Remark 6.2.3. If L is equivariant under the left action of not only SO(3) but of the larger
group SL(3) = {M € GL(3,R) | det(M) = 1}, then also OF is invariant under SL(3). This
is the case for the Marsden-Weinstein structure L = id (see Remark 6.2.5), but in general not
for the inertia operators we deal with in this chapter.
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The induced presymplectic form on Imm(S!, R?)

Once we have defined the 1-form © we can formally consider the induced symplectic form
QL(h,k) == —dOL(h,k) = —D.,O% (k) + DO (h) + ©L([h, K]),

where d denotes the exterior derivative, D.; denotes the directional derivative at ¢ €
Imm(S', R?) in the direction h, and when applied to a function f: Imm(S',R3) — R,
we have D, f = L, f(c). The bracket [h, k] is the Lie-bracket in X(Imm(S!, R?®)) given by
[h,k] = Dopk — Do yh.

In the following theorem we calculate this 2-form explicitly:

Theorem 6.2.4 (The (pre)symplectic form Q¥ on parametrized curves). Let ¢ € Imm(S!, R?)
and h, k € T.Imm(S', R?). We have

QL(h, k) = f <<Dsc, Leh x k4 h x Lky —{c, Dsh x Lok + Loh x Dk
(6.2.1)
+{c x Dye, (DoyLe)h — (Dc,hLC)@) ds

Furthermore, QL is invariant under the right action of Diff*(S') and under the left action of
SO(3).

Remark 6.2.5 (Marsden-Weinstein symplectic structure). It is known that for the invariant
L2-metric, i.e.,, L = id, one obtains three times the Marsden-Weinstein (weak)-symplectic
structure with this procedure (See [Tab17, PCK*19] for example), i.e.,

3OMV(h k) = Q4(h, k) =3 | (Dyex h,k)ds =3 Jdet(DSc, h, k)ds.
Sl

Its kernel consists exactly of all vector fields along ¢ which are tangent to ¢, so by reduction it
induces a presymplectic structure on shape space Imm(S', R3)/ Diff *(S!) which is easily seen
to be weakly non-degenerate and thus is a symplectic structure there.

Proof of Theorem 6.2.4. To prove the formula for QF we first collect several variational
formulas, see eg. [MMO06] for a proof:

h
ds = |cy|df, D.pds = < ‘GC’ T9>d9 = (Dsh, Dycyds
6
Dy= 206, DunDs = Mae — —(D,h, D,c)D.
o] o]

Since Imm(S', R?) is open in C°(S!,R3), we can choose globally constant h, k i.e., indepen-
dent of the location ¢ on Imm(S!, R?), namely D.; (k) = D.x(h) = 0 and [h, k] = 0. Using
D.p(Lck) = (DepLe)k + Le(h(k)) = (DepLe)k, we compute
DopOL (k) = f (det(h, Dic, Lok) — (Dyh, Dyc)det(c, Dyc, Lok) + det(c, Dyh, Lek)
+ det(c, Dsc, (DepLe)k) + (Dsh, Dgcydet(c, Dsc, Lck))ds

- f (det(h, Dyc, Lok) + det(e, Dyh, Lok) + det(c, Dic, (DC,hLC)k)>ds.
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Thus we get for QF:
QL (h, k) = =Dep©% (k) + Der®F (h) + 0
- f ( —det(h, Dyc, Lok) + det(k, Dye, Loh) — det(c, Dsh, Lok) + det(e, Dok, Loh)
— det (¢, Dyc, (Dop L)k — (Dquc)h))ds
- f <<Dsc, Loh x k + o x Lok — (¢, Dyh x Lok — Dok x Lok

— e x Dye, (DupLe)k — (Dc,kLc)h>> ds,

which yields the desired formula for Q”. The invariance properties of Q2 follow directly from
the corresponding invariance properties of ©F. m

The induced symplectic structure on Ulmm(S!, R?)

In the previous part we have calculated a (pre)symplectic form on the space of parametrized
curves Imm(S*, R?); we are, however, rather interested to construct symplectic structures on
the shape space of geometric curves UImm(S!, R?). The following result contains necessary
and sufficient conditions for the forms ©% and QO to descend to this quotient space:

Theorem 6.2.6 (The (pre)symplectic structure on unparametrized curves). The form QF
factors to a (pre)symplectic form Q" on UImm(S*, R?) if the inertia operator L is equivariant
under the Diff ™ (S')-action and maps vertical tangent vectors to span{c,cy}, i.e., if for
all ¢ € Tmm(S*,R3) and a € C*(S') we have L.(a.cy) = ajcy + asc for some functions
a; € C°(SY).

Proof. The Liouville form © on Imm(S', R?) factors to a smooth 1-form ©% on shape space
UImm(S', R?) with ©F = 7*0" if and only if ©F is invariant under under the reparameteri-
zation group Diff™(S') and is horizontal in the sense that it vanishes on each vertical tangent
vector h = a.cy for a in C*(SY R).

Since ©F is invariant under the reparameterization group Diff *(S!) by construction it only
remains to determine a condition on L such that ©F vanishes on all vertical h, i.e., we want

OL(acy) = J<c x Dge, Le(acg)yds = 0.

From here it is clear that this holds if L.(a.cy) = ajcy + asc for some functions a; € C*(S).
In that case also its exterior derivative satisfies

O = —deF = —dr*el = —g*de* = 7* QL
for the presymplectic form QY = —dO’ on UImm(S', R?). O

Example 6.2.7 (Inertia operators with a prescribed horizontal bundle). There are several
different examples of operators that satisfy these conditions, including in particular the class
of almost local metrics:

Le(h) = F(c).h for F e C*(Imm(S', R*),R.,), for example

Lo(h) = ®(¢(c))h,  Lo(h) = & J g, L(h) = (14 As?)h,

g1 2
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where k. = |D?c| denotes the curvature and ®: R5y — R.¢ is a suitable smooth function.
Note, that the class of Sobolev metrics, as introduced in Remark 6.2.1 does not satisfy the
conditions of the above theorem. Thus these metrics do not induce a (pre)symplectic form on
the quotient space. By including a projection operator in their definition one can, however,
modify these higher-order metrics to still respect the vertical bundle:

Lo = (pr(1 = (~DFD2) pr, +(1 - pr)(1 — (~1)FD2)(1 = i)

where pr.h = (D,c, h)D,c is the L?-orthogonal projection to the vertical bundle. For more
details see [BH15], where metrics of this form were studied in detail.

Remark 6.2.8 (Horizontal Q*-Hamiltonian vector fields and Q2“-Hamiltonian vector fields). In
the following we assume that the inertia operator L € I'(End(7Tmm(S", R?)) induces a (weak)
symplectic structure on UImm(S!,R?), i.e,, it satisfies the conditions of Theorem 6.2.6 and is
moreover weakly non-degenerate in the sense that QO : TUImm(S!, R?) — T*UImm(S', R?)
is injective. Since Ty'm o Q) o T,w = QF, this is equivalent to the kernel of Q% : T,Imm —
T*Tmm being equal to the tangent space to the Diff 7 (S*)-orbit ¢ o Diff *(S!) for all ¢. Thus
QL restricted to the G -orthogonal complement of T.(c o Diff *(S')) is injective. See [KM97,
Section 48] for more details.

Assume that H is a Diff *(S!)-invariant smooth function on Imm(S', R?). Then H induces a
Hamiltonian function H on the quotient space Ulmm(S!, R?) with H o = H. Since the
2-form QL on Imm(S!, R?) is only presymplectic it does not directly define a Hamiltonian
vector field. However, if each dH. lies in the image of Q¥ : TTmm(S!, R?) — T*Imm(S*, R?),
then a unique smooth horizontal Hamiltonian vector field X € X(Imm) is determined by

dH = 1xQF = Q¥(X, ) and GE(X,, Tc.Y) =0, VY e X(S)
which we will denote by hgradQL(H). Obviously we then have
gradQL(]:I) or=Tno hgradQL(H).

Here and in the rest of the chapter, we write grad” E for the vector field satisfying A(gradA E )=
dFE for a given non-degenerate bilinear form A such as a Riemannian metric and a symplectic
form, and a function E.

Sometimes the kernel of QF will be larger than the tangent spaces to the Diff™(S')-orbits;

then hgradQL (H) will be chosen G*-perpendicular to the kernel of Q. This will happen in
Theorem 6.3.2, for example, where L is a function of ¢ such that @f is also invariant under
scaling. The Hamiltonian H factors to the corresponding space Imm(S!, R?)/ker QF (which
denotes the quotient by the foliation generated by ker QL) if H is additionally invariant under
each vector in ker QF.

Remark 6.2.9. For the Marsden-Weinstein structure QMW = — 4031, we have
hgradQMw H = —Dgc x gradGid H
since
GY(Dye x ) = QMW(. ).
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Remark 6.2.10 (Momentum mappings). If a Lie group G acts on Imm(S', R?) and preserves
©F, the corresponding momentum mapping J can be expressed in terms of ©F and the
fundamental vector field mapping ¢ : g — X(Imm(S', R?)). For Y € g, we have

(.Y = MGy ) = f (e x Dae, LGy s,

where (-,-) : g* x g — R is the duality product and (y is the fundamental vector field
generated by Y. Namely,

d@L(Cy) = dLCY@L = ECY@L - LCYd@L =0- LCYQL.

Lemma 6.2.2 asserts that ©F is invariant under the right action of Diff *(S!) and the left
action of SO(3).

Thus for X = a.00 € X(S') = C(S')00 the reparameterization momentum is given as
follows:

Ca00(¢) = Degcy as derivation at ¢ on C*(Imm, R)
= a.cy = a.|cy| Dsc € T.Imm = C*(S, R?)
Leop(hop) = (Lch) oo = (Degeyle)(h) + Le(a.hg) = a.(Leh)g

P (0),0.26) = O Curo(c)) = OL(ace) = [ex Dic, Lulaco)ds

_ f (¢ % Dst, a.(Lec)s — (Duney L) (€)ds.
For Y € s0(3) the angular momentum is
(T3 (), Y)Y =0y oc) = J<c x Dge, L.(Y o ¢))ds
= J<c x Dsc,Y o L.(¢) — DeyoeLe(c))ds

where Y o ¢ = (y(c) denotes the multiplication of Y as a matrix with ¢ as a vector. For a
correct interpretation of the angular momentum recall (from [Mic08, 4.31], e.g.) that the
action of Y € R3 =~ 50(3) = Lgew(R?, R?) on R? is given by X +— 2V x X.

If L is also invariant under translations, then the linear momentum, for y € R3, is
T (0).9) = L) = [¢ex D Luly)ds.

Note that the above also furnishes conserved quantities on Ulmm(S', R?), if Q% is non-
degenerate.

6.3 Symplectic structures induced by conformal factors

In this section we consider symplectic structures induced by Riemannian metrics, that are
conformally equivalent to the L2-metric, i.e., we consider the G* metric for L, = A(c) where
A: Imm(SY, R3) — R.q is invariant under reparametrization. Thus ) factors to a function
A: UImm(S', R3) — Ry by 7*X = Aom = \. Moreover, if grad®" \ exists (which we
assume) it is pointwise perpendicular to Dc.
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We first study the scale invariance of the corresponding Liouville 1-form, which will be of
importance for the calculation of the induced (pre)symplectic structure. We say ©F is scale-
invariant at ¢ € Imm(S!, R?) if £;0L = 0 where I € T'(TTmm(S!, R?)) is the scaling vector
field I, := ¢ with flow F1/(c) = e'.c. Depending on the context, we use both I and ¢ for
scaling as a tangent vector in this chapter.

Lemma 6.3.1 (Scale invariance of ©*). Let L. = \(c)id. Then the following are equivalent:

(a) ©* is invariant under scalings.
(b) 3X\(c) + LiA(c) = 3X(c) + D..A(c) = 0 for all ¢ € Imm(S', R?).

(c) Mc) = A(c/l(c)).(c)™3 for a smooth function A : {c € Imm : {(c) = 1} — R,
where ((c) is the length of c.

Proof. We have the following equivalences.
(a) < (b):

L0 = £;(00) = di;(AO) + 17d(AO) = 0 + 17(dX A O + \dO™)
= 17d\ A O 4+ 0 + AydO = (1;dN)O™ — N f QY = (17d) + 30O,

(b) < (c): Let £(c) = 1.

ﬁt)\(tc) = d)\tc = -Dc,tc)\ = %Dtc,tc)\ = %SA(tC)

< 0;log(A(tc)) = 2 <= log(\(te) = log(A(c)t™®) <= A(tc) = A(c).t™3. O

2

Equipped with the above Lemma we are now ready to calculate the induced symplectic
structure Q*, where we will distinguish between the scale-invariant and non-invariant case.

Theorem 6.3.2 (The (pre)symplectic structure Q*). Let L. = \(c) id be Diff *(S*)-invariant.
Then the induced (pre)symplectic structure on Tmm(S', R?) is given by

Q=24+ 0 A dN (6.3.1)

Furthermore we have

(a) 1f3X\(c) + (L) (c) = 3X\(c) + D..A(c) # 0 on any open subset of Imm(S!', R?), then
O induces a non-degenerate 2-form on Ulmm(S!, R3), which is thus symplectic.

(b) Assume in addition, that X := hgrad® \ exists, is smooth, admits a flow, and that
3A(c) + (L1A)(c) = 0 for all ¢. Denote by F the involutive 2-dimensional vector sub-

bundle spanned by the vector fields I and hgradﬂid X. Then Q" induces a non-degenerate
2-form on Tmm(S*, R?)/(Diff*(S') x F). If Lx{ = 0, it is also non-degenerate on

{¢ € Umm(S",R?) : {; = 1}/ span(grad®” \) where { = [ o 7 denotes the length
function ¢ on UImm(S', R?).
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Remark 6.3.3 (Smooth structure of the orbit space). In case (b), the vector field X :=
hgrad® A exists in X(Imm(S!, R?)) if and only if grad®" A exists and is smooth as we have
herad®’ )\ = hegrad®®" \ = —%DscxgradGid A. Thisis equivalent to A € C*(UImm(S', R?), R).
For details, see [BIM24, Appendix]. Moreover, the vector fields I and hgrad® A= %hgradQMw A)
are linearly independent at any ¢ because Qf:d(hgrad?d A L) = trdA(c) = —3A(c) # 0 by as-
sumption. So the dimension of F is always 2. We project to the leaf space of the 2-dimensional
distribution if it is integrable. This is the case, if the flow of X = hgradiZid A and thus also of

gradﬁid \ exists; then the flows of I and gradQid A combine to a 2-dimensional (az + b)-group
acting on Imm(S!, R3). We assume that this is the case; to prove existence of the flow one
has first to specify A and then solve a non-linear PDE.

Furthermore, the smooth structure of the quotient space Imm(S', R3)/(Diff *(S!) x F) is
slightly subtle: it is always a Frolicher space with tangent bundle, see [KM97, Section 23]. If
local smooth sections of the projection to the leaf space exist and if the (az + b)-orbits admit
slices, then we get a principal bundle with structure group the (ax + b)-group in the category
of orbifolds, so the leaf space is also an orbifold.

Proof. The formula directly follows from the product rule applied to d(©%) = d(\©Y).

Case (a): We now show the non-degeneracy; if a tangent vector h satisfies h L Dgc pointwise
and QX(h, k) = 0 for any k, then h = 0. First, choosing k = a.c with some non-zero constant
a e R* we get from a.c € ker ©'Y that,

0 = Q(h,ac) = XV, ac) + O (h)ia.d)\ — 0 = a[3\ + D, \]O"“(h).

With our assumption 3\ + D, .\ # 0 we see h € ker O,

Next, we test for h € ker ©'¢ and k = a.c with some function a € C*(S) to see
QN(h,a.c) = MV(h,a.c) = 3\ J alc x Dye, h)ds.

If this vanishes for any function a, we have (¢ x D¢, h) = 0 everywhere. We now consider
the regions:

(i) The open subset U = {# € S' : ¢(6) x Dyc(6) # 0},
(i) The closed set S'\U = {6 € S' : ¢(#) x Dyc(6) = 0}.
Any h satisfying both h | Dyc and h L (¢ x Dgc) pointwise is of the form h = b.c + v with a

function b € C*(S') supported on U and a vector field v € C*(S!, R?) supported on S"\U
and v L Dyc (and hence v L ¢ as well). Then we have

QX (h, k) = MV (R, k) + O (R)ud\ — O (K)udA
= XQ(b.c, k) + 0 — ©'(k) 1y .dN
+ A0, k) + 0 — 0(k)1,d\
= | {BAb+ Dep A+ DeyA)Dse x ¢ + 3X.Dye x v, k)ds.

Sl
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We assumed that Q2(h, k) = 0 for all k, in particular, for ones supported on S'\U. Hence we
have v = 0. With this we have

QMh, k) = f (3\.b + Dep N Dye x ¢, k)ds.
U

In order that Q2 (h, k) = 0 for any k, we must have 3\.b+ D, A = 0on U. Since D, .\ € R
is constant, b is constant. Hence we have b(3A+ D, .\) = 0 and get b = 0 from our assumption
3A+ D, .\ # 0. Thus we obtained /» = 0.

Case (b): By assumption X := hgrad™ A exist; i.e., d) is in the image of Q14 ; TImm(S', R?) —
T*Imm(S', R3) and satisfies d\ = 1x24 and (X, Dy,c) = 0. Then we see X € ker Q9 by
direct computation using the assumed condition 3\. + D, .\ = 0;

(1x0'Y), = f(c x Dyc, X)ds = 101(X,, ¢) = Lu;d\. = —A(c) Lemma 6.3.1.
(tx)e = 1x, A9+ 0 A dN), = Me).ex, Q9 + 014(X,).d)\. — tx.d\(c).0H

= \c).d\. — A(e).dX. — 0 = 0.

Note also that the scaling field I, := ¢ with flow F1!(c) = e’.c is in the kernel of Q) as we
have

1) = A4 4+ 0"(c)d\ — D NOY = —300" + 0~ D, )0 = 0.
Thus I and X, the m-related versions of I and X, are in the kernel of Q.

(L1A)(c) = dA(c) = —=3X(c)

L£,0 = 1;,d0' = —,;0l4 = 301

L0 = —£,d0' = —dL£;0' = —d(30'7) = 301

—3d\ = Ld\ = L1(1xQY) = (uxLr + L[LX])Qid = 310 4 L[LX]Qid
L[LX]Qid = —6d)\ = —61x0

Thus 7 x746x€28 = 0, so [I,X] + 6X is in the kernel of Q. Their m-related version
[I,X] + 6X is in the kernel of Q¢ which is weakly non-degenerate on UImm(S', R?). So
[I,X] = —6X and also [I, X] = —6X. Thus if the Frobenius integrability theorem applies in
this situation (equivalently, if the local flow of X exists), then the fields I and X span an
integrable distribution, and the leaf space exists.

Now we shall make use of A\(¢) = A(c/{(c)).£(c)~3, where ¢ = 7(c) € UImm(S',R?). The

function A is defined on the ¢-unit sphere {c¢ € Imm(S"',R?) : ¢(c) = 1}. To simplify notation,
extend it constantly to Imm(S',R?) so that A(c) = Alg=13(c/l(c)), and we let A = Ao
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and A = A o 7. Then we have
d\(h) = €(c)73 <dAc(h) ~3A(0) f (D,h, Dsc>ds>

- dA(Z(C)< J<D h, Dychds.c + ((c)™ 1h> —3A(£)( J<D h, D,c)ds

QN (h, k) = Me)QQ4(h, k) + (019 A dX,)(h, k)
= A(c/0(e)).b(c) 3.4 (h, k) + E(c)‘3@icd(h).<dAc(k) —3M(O) J <Dsk,Dsc>ds>

—Y(e) <dAc(h) ~3M(0) iy f (Dyh, Dsc>ds> O1(k).

We have diffeomorphisms which are equivariant under scalings
Imm(S', R?)/ Diff*(S') = Imm(S', R?)/(Diff " (S") x R.q) x Rag
~ {¢ e Imm(S', R®)/Diff *(S') : £(¢) = 1} x R
~ {¢ e Imm(S', R®)/Diff *(S') : A\(€) = 1} x Roy
)

% 1) — (/@) 1(0)

«—>

and presymplectomorphisms

({¢ e UImm(S', R?) : 4(¢) = 1},Q") 3 ¢— F(¢) = A(e)Y3c e ({¢ € UImm(S', R?) : \(¢) = 1}, Q1Y)

({¢ € UImm(S*, R?) : £(¢)

({¢ € UImm(S', R?) : A\(¢) = 1}, Q) & (UImm (S, R?), Q) since
dF.(k) = $A(c) ™ dA(c)(k).c + A(c)"*k

D,F(c) = 2A(c)"PdA(c)(Dsc).c + A(c)*Dye

(F*Q9)o(h, k) = Qi (dF.(h), dF.(K))

1}, Q%) <% (UImm(S', R?), Q)

~—~~

= 3J< )"3dAo(Dyc).c + A(c) 2 Dyc) x x(3A(c)” 2BdN.(h).c + Ac)h),

(LA(c)3dA (k) c + A(c)1/3k)> ds
— M) (h, k) + ©X(h).dA(c) (k) — ©(k).dA(c)(h)

Since (UImm(S?, R3),Q9) is weakly symplectic and {¢ € Ulmm(S',R?) : \(¢) = 1} is a
codimension 1 sub-orbifold diffeomorphic to {¢ € Ulmm(S',R?) : £(¢) = 1}, the kernel of

(¢ Qid) is 1-dimensional, and we have already found it as X = gradQld A which is tangent to
{¢ e UImm(S',R?) : \(¢) = 1}. O

Remark 6.3.4 (Symplectic reduction). Our reduction of the space Ulmm(S', R?) in the
second case of Theorem 6.3.2 can be seen as an infinite-dimensional mstance of the Marsden-
Weinstein-Meyer symplectic reduction. To see this, let us set X = grad ) and take the
momentum map .J: Ulmm(S', R?) — R by J(¢) := A(¢), with the corresponding group action
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being the time-t flow of X with ¢ as initial data. We have shown that QO is degenerate on the
codimension-1 sub-orbifold J~!(1) = {¢ € UImm(S!,R3) | A(¢) = 1}, and that it becomes

symplectic when factored onto the codimension-2 sub-orbifold J~*(1 )/gradQ A

We also remark that the dual product for the momentum map J is just the multiplication of
scalar values as we have

(J(@),t) = -0 (t.X) = t.\(e)

for t € R such that the time-¢ flow map of X exists. Here we used the invariance of ©!¢ under
the flow of X, which is shown by L5304 = di 504 + 1O = —d\ + d\ = 0 mimicking
computatlons in the proof of Theorem 6.3.2. We may get the same result also usmg ©” and
gradQ \ = Tc7r(hgradQ \) (Proposition 6.3.6) instead of ©'¢ and X = gradQ A

Remark 6.3.5 (A pseudo-Riemannian metric via QF and 7 = D,cx-). Using the presymplectic
form Q% and the standard almost complex structure

J: T.UImm(S', R?) — T.UImm(S*, R?)
— Dgyc x h,

; |

we may define a pseudo-Riemannian metric R, which is compatible with QL via J. Note that
such R is different from the Riemannian metric G factored onto Ulmm(S!, R?) we used to
define the Liouville form ©F.

We here compute R for the conformal factor L, = A(c). In the computation, we identify the
tangent space at ¢ of Ulmm(S!, R?) with the space of tangent vectors h in T.Imm(S!, R3),
such that (D¢, h) = 0, and denote J = Dyc x -.

We then have
Re(h, k) == QM h, Jk) = Mc)Q4(h, JEk) + O.(R)L)(c) — Ou(JE)LiA(c).

By design R is non-degenerate. The symmetry follows from Q2 (Jh, k) = —=Q2(h, Jk). It is,
however, not clear if R is positive-definite, i.e., if it is a Riemannian metric. We leave this
question open for future research.

6.3.1 Hamiltonian vector fields

Now we compute the horizontal Hamiltonian vector field hgrad® " Hfora given reparametrization-
invariant Hamiltonian H. We express hgradQ H in terms of gradG H since the latter is in
general relatively easy to obtain.

Proposition 6.3.6 (Horizontal Hamiltonian vector fields for Q). Assume that grad®’ \
exists.
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(a) Consider a Dift* (S')-invariant Hamiltonian H: Tmm(S!,R3) — R3. If 3\ + L;\ # 0
on any open subset of Imm(S!,R3) then

1
herad® H = —?))\(){D ¢ x grad® H

1
T3N0) T Doo(0)

[<gradfid A\, Dye x grad®” H)pz s1yDsc x (Dsc x ¢)
—{e, gradGid H >L§ sy Dsc x gradfid )\] } :

(b) Consider a Hamiltonian H : Tmm(S',R*) — R® invariant under Diff*(S') and the flows
of the scaling vector field I and hgrad® " A = —D,cxgrad®" A, IF3X(c)+LesA(c) =0
for all ¢ then hgradi2A H is the orthonormal projection of

1 id 1 i
XH = —3TDSC x grad® 'H = )\—hgrad?d H

to the Gicd—orthogona/ complement of the kernel of )*, which is spanned by I, hgradQMw A,
and {a.Dsc | a € C*(S")}, namely

1 i i
hgradiZA H = 3/\<)< — Dge x gradCGd H + ac.(1 —pr.)l. — b..Dsc x grade )\>
c

where the pair (a.,b.) € R? is given by
<a6) _ <<U7 U>L2 <U7 w>L2 ) ! <<u’ U>L2 )
bc <U> w>L2 <’LU, w>L2 <’LL, w>L2 .

u = —Dye x grad®’ H = hgrad®" " H
v=(1-pr.)l
w = —Dgc x g;raudGid A= hgradQMW A

with

where the matrix appearing here is invertible because v. and w, are linearly independent
at every ¢ € Imm(S!, R3).

Note that in the scale-invariant case (Case (b)), the flow of the field Y projects to the

Hamiltonian flow of  on {¢ € Ulmm(S!,R%) : X\(¢) = 1}/grad® X with respect to a
multiple of the Marsden-Weinstein symplectic structure.

Proof. Let us denote for simplicity A = gradGid Aand Xy = hgradm H. We can isolate
out k from Q) (Xy, k) by

OMNXp, k) = XYY Xy, k) + 0 Xy) Do\ — ©4(E) D, x A
(BA.Dyc x Xz — Dexyhc x Dyc+ O (Xy)A, k)ds.

Sl

96



6.3. Symplectic structures induced by conformal factors

Using QN Xy, k) = dH (k) = G9(grad®" H, k), we get
0=QNXy, k) — dH(k)

(BA.Dyc x X — Dy xyAc x Dyc+ 09X ) A — grad® H, k)ds.
Sl

This must be satisfied for any &, namely we have
3A.Dyc x Xy — Dexy A x Dyc + 04 Xy)A — grad® H = 0. (6.3.2)
Our goal is to solve this for Xy. Applying —Dcx reads

3A\Xy — D.x,A\.Dsc x (Dye x ¢) — 0'Y(Xy)Dye x A+ Dyc % gradGid H=0.

Let us set

—1 i
Xy = ﬁDsc X grade H + K1Dgc x (Dsc x ¢) + KyDge x A, (6.3.3)

with some coefficients K7, K5 to be determined.

From
Dexpy A J (A, Xpyds, ©YX J (¢ x Dy, Xp)ds,

we get
0 =3AK;1.Dyc x (Dge x ¢) + 3AK3.Dye x A,
—1 i
— J<AC, ﬁDsc X grade H + K1Dgyc x (Dgsc x ¢)yds.Dse x (Dgc x c)

- J (A, ;Alpsc x grad®’ H + KyDye x Ads.Dye x A,
= [Kl <3)\ — J<AC’ Dsc x (Dge x c)>d3)
+ ;A J (A,, Dye x grad®" H>ds] Dy x (Dye x c)
+ [KQ <3/\ + J(Dsc x ¢, Dyc x Ac>ds)
1 Gid
5 J<Dsc x ¢, Dye x grad H>ds]Dsc x A,
= [Kl (BA+ D) + S J<AC, D.c x gradGid H>ds] Dge x (Dge x ¢) (6.3.4)
lK2(3>\+DCC>\ J<DcchcxgradG H>ds]Dc><A
In the last step we used
_ J (Dac x (Dac  ¢), Ads — f<Dsc x e, Dye x Adds = Dot pryeh = Do
where the last equality is due to the reparametrization-invariance of \.
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Case (a): Observe that

K, = J<AC,D ¢ x (Dgc x ¢))ds,

(3)\+Dcc>\ )3\
J<D ¢ x ¢, Dye x grad® H>d5

Ky =

(3A + DCCA 3
1

" (3A + Do A)3A

J(c grad® H>ds since grad®’ H.1D,c.

satisfy the equality. Substituting K and K5 to (6.3.3), we obtain the stated formula. Note
that the choice of the pair (K, K5) is unique since —(1 — pr,.)l. = Dsc x (Dyc x ¢) and
—hgradQMw A = Dyc x A, are linearly independent at least for some €, namely in a small
neighborhood. This follows from the linear independence of these two tangent vectors on
T.Imm(S', R?), which is seen by the argument in the comment after Theorem 6.3.2 (b) with
the reparametrization invariance of Q.

Case (b): By assumption 3\ + D, .\ = 0 we see from (6.3.4) that,

— [J<AC, Dyc x grad®" H>ds] Dge x (Dge x ¢)—

- lf<Dsc x ¢, Dyc x gradGicl H)ds| Dsc x A..
Using this equality, it is easy to check that

-1 i
Xy = S—ADSC X grade H

satisfies (6.3.2). At this point there are up to two degrees of freedom in vector fields that

satisfy (6.3.2). We can make Xy the unique horizontal lift of gradm H by performing the

G'-orthogonal projection with respect to (1 — pr,)/,. and hgradf}MW A, and hence obtain the
stated expression. The resulting vector field X is G-orthogonal to {a.D,c | a € C*(S')},

hgradQMW A and I. O

6.4 Symplectic structures induced by length weighted
metrics

Next we study a special class of symplectic structures induced by conformal factors introduced
in the previous section; namely we consider length-weighted metrics as studied in [YMOS5,
MMO06, Sha08]. More precisely, we consider operators of the form L. = ®({(c)) where
((c) = S |co|dO denotes the length of the curve ¢ and ® : R.y — R.g is a suitable
function. Using Theorem 6.3.2 we obtain the following result concerning the induced symplectic
structure Q®®)

Corollary 6.4.1 (The (pre)symplectic structure Q*©). Let ® € C*(R~y,R~¢). The induced
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6.4. Symplectic structures induced by length weighted metrics

(pre)symplectic structure of the G*“)-metric is given by:

Q2O (h, k) = B(£(c)) Q4 (h, k) — @' (((c)) ( (Dsh, Ducyds O (k) — L1<Dsk7 Dycyds @id(h>>

= &(L(c))VY(nh, k) + D' (L(c)) ( L 1<h, D2c)yds ©" (k) — Ll<k, D2c)ds @id(h)) :

Furthermore, we have:

(a) If &(¢) # CL3 then the presymplectic structure Q*®) on Ulmm(S', R?) is non-dege-
nerate and thus symplectic.

(b) If®(¢) = Cl=3, then Q" induces a non-degenerate 2-form on Imm(S*, R3) /(Diff " (S*) x
F) ~ {¢ e Umm(S',R?) : £ = 1}/span(grad®” ¢), where it agrees with a multiple
of the Marsden-Weinstein symplectic structure. Here F is the 2-dimensional vector
subbundle spanned by the scaling vector field I and hgradQMW { = Dyc x D?c.

The Liouville form ©C¢° is invariant under the scaling action ¢ — a.c for a € R.(, which is
equivalent to £;0°° = 0. Note also that we have a diffeomorphism which is equivariant
under scalings:
Imm(S', R?)/ Diff*(S') = Imm(S*, R?)/(Diff " (S") x R.q) x Rag
~ {¢ e Imm(S", R?)/Diff *(S") : £(¢) = 1} x R
1 -
¢ «— (—¢((c
(11510

Proof. To calculate the formula for Q®® we first need to calculate the variation of the length
¢(c). We have:

D.pl(c) = | {Dsh,Dscyds, D.,®(¢(c)) = (ID'(E(C))J (Dsh, Dc)ds .
St !
Applying this to (6.2.1) using integration by parts, we get
Q¥ (1, k) f 2B(0(c)(Dac, b x K5 — B((c) e, Dah x | — Dok x hyds

Sl
— §1<c x Dse, (D, ®(€(c)))k)ds + L1<c x Dsc, (D, ®(¢(c)))h)ds
_30(0(0) | (Dac,h x ks — & (¢(c)) J (Dyh, Duchds J (¢ x Duc, kyds
Sl Sl Sl
+ @'(L(c)) | (Dsk, Dsc>dsf (¢ x Dyc, hyds
Sl Sl
= O(L(c))QY(h, k) — @' (U(c)) | {Dsh, Dsc)ds ©(k) + @' (¢(c)) | {(Dsk, Dsc)ds ©(h),
St st

which proves the first formula for . We may directly draw the last expression applying (6.3.1)
to A = ¢(¢).
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Case (a): It follows from Theorem 6.3.2 (a) that ker Q*“) = {a.D,c | a € C*(S')}, namely
Q®® induces a symplectic form Q®® on Ulmm(S!, R?).
Case (b): By direct computation, we have hgraind Ctr = 3CplP~1Dyc x D?c, which is a

constant multiple of the Marsden-Weinstein flow hgradQMW ¢ = D,cx D?c, so these two vector
fields span the same distribution. Now the statements follow directly from Theorem 6.3.2

(b). O

Now we will compute Hamiltonian vector fields. Therefore we note that the conditions of
Remark 6.2.8 are satisfied, which allows us to obtain the following result:

Corollary 6.4.2 (Horizontal Hamiltonian Vector Fields for Q®®). Consider a Diff*(S!)-
invariant Hamiltonian H : Imm(S', R?) — R.

(a) If &(0) = CL~3, then:

1
30((

'(((c)
T30 (0(0) + o/

hgrad?ém H = )){ Dgc x gradG H
c

(
) 2 id
{(c))l(c )[<DSC’ Dye x grad” H)z ) Dse x (Dye x )

+ <C, gradGid H>L3 (Sl)Dsc X DgC]} . (641)

(b) If ®(¢) = C¢~3, and if the Hamiltonian H: Imm(S',R®) — R3 invariant under
Diff+(S') and the flows of I and hgrad® " ¢ = D,c x DZc, then hgrad® H is the
orthonormal projection of

3 A
XH = —@Dsc X gradGld H
to the Gid-orthogonal complement of the kernel of Q*, which is spanned by I and
hgrad®™" ¢, and {a.Dyc | a € C*(SY)}.

Proof. The stated formula follows from Proposition 6.3.6 with gmdfid D(l(c)) = —9'(¢(c))D?%c
and that hgradQMW C/P is a constant multiple of hgradQMW L. O]

Remark 6.4.3. From the above Proposition it follows hgradQ H agrees with hgradQ H
up to a constant scaling if ®'(¢(c)) = 0. If ®'(¢(c)) # 0 and (D?c, grad" H>L2 sty # 0 then
it is, however, genuinely different, i.e., it does not seem realizable as a Hamlltoman vector field
for the Marsden-Weinstein form QMW To formally prove that a given vector field X is never
attained by the Marsden-Weinstein structure one needs to show that Lx, QMW # 0. Using
the closeness of QMW and Cartan’s formula, this can be reduced to show that dLXHQMW # 0.
However the necessary computations for this turn out to become extremely cumbersome and
not very insightful. We refrain from providing them here.

Next we will consider several explicit examples, that will further highlight the statement of the
above remark. We acknowledge that many of the Hamiltonian functions we consider were

studied for the Marsden-Weinstein structure in [CKPP20].
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6.4. Symplectic structures induced by length weighted metrics

Example 6.4.4 (Length function). We start with the arguably simplest Hamiltonian, namely
we assume that H is a function of the total length ¢, i.e., H(c) = f o {(c) for some function
f. In this case we calculate:

AHL(K) = d[f o 0,(0) = Dosf(10) = £'6(6)) [ Dok Dievds = ~(6(e)) [¢D2evkyas.

hence
gradS H = — f'(¢(c))D%c.
Using Corollary 6.4.2, we thus have

f@@)( d'(£(c))é(c) ) >

1+ Dsc x Dic.

30(£(c)) 30(£(c)) + '(L(c))(e)

If f'(¢(c)) = 0 for the initial length of the curve ¢(c), it is a zero vector field. If f'(¢(c)) # 0,
then the Iength ((c) is conserved along the flow as H = f o ( is conserved. Note that

hgrad?"" H =

hgr ad®™"” I is a constant multiple of the binormal equation (also known as the vortex
filament equation),

hgrad?"" ¢ = Dy x D¢ (6.4.2)

using the Marsden-Weinstein symplectic structure.

Thus we have seen that the Hamiltonian vector field of the the symplectic structure Q®©
is a constant multiple of the Hamiltonian vector field of the Marsden-Weinstein symplectic
structure. Note, that this constant factor, i.e., the relative speed with respect to the standard
binormal equation, depends on the initial length ¢(c).

Example 6.4.5 (Flux of a divergence-free vector field on R? though a Seifert surface). Our next
examples of Hamiltonians are the fluxes of vector fields through Seifert surfaces. We consider
for any divergence-free vector field V € T'(TR?) the closed 2-form x iy == vy (dz A dy A dz).
We can then define the corresponding flux by

Ey = <V o¥X,n)y = J
2(D2)

where ¥: D? — R3 is a smooth Seifert surface, i.e., an oriented and connected surface with
Y |ap2= ¢, and n is the unit surface normal.

We remark that Ey is independent of the choice of . To see this, first notice that there is a
unique 1-form ay (up to addition of an exact 1-form) such that day = &y as Hjx(R?) = 0
and H3,(R3) = 0. By Stokes theorem we have,

J §V=J Z*dOéV:J OéVZJ ay
£(D?) D2 £(0D2) o(s1)

where X* denotes the pullback by Y. For Ey, we have the following formulas from [CKPP20,
Theorem 4]:

grad®’ Ey = Dye x (Voc),
hgradQMW Ey =Voec
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We consider Ey for two specific choices of V', where we use an analogous notation as
in [CKPP20]: the translation V_; = v by some v € R? and the rotation V_5(x) = v x x with
some unit v € R? and we denote the corresponding fluxes by H_ = Ey , and H_5 = Ey .
Next we compute the horizontal Hamiltonian vector fields. From the computation

(D?c, Dyc x (Dyc x V) r2(as) = 0,
(¢, Dsc X V)12(45) = f (Dye,v x cyds = J (Dgyc, 2 curl(v) o cyds = 2H 1(c),
st st

and

(D2¢, Dyc x (Dye x (v % ¢)))r2as) = 0,

(e, Dsc x (v X €))r2(as) = J (Dge, (v % ¢) X cyds = f {(Dgc,3curl(v x x) o cyds = 3H_5(c),
st st

we obtain for i € {—1, -2},
30(£(c))  30(£(c))(30(L(c)) + P (£(c))l(c))

. 1 ra QMW ' CZHz(C)q)/(g(C))
= 30000 T T 3500 () + ¥ (60)0)

where w_; = v,w_o =v x cand C_; = 2,C"_, = 3 respectively.

hgradﬂ(b(l) H; = D,c x D?c (6.4.3)

hgradQMW l

Since a‘II of the three quantities ¢, H 1, and H_, are constants in motion along the fields
hgrad™ H; and hgrad®" ¢ [CKPP20, Corollary 1], the coefficients of both terms in (6.4.3)

do not change along hgradmm H;. Hence the Hamiltonian fields hgradg(p(e) H,; are weighted
sums of the Marsden-Weinstein Hamiltonian fields of ¢ and H_; (or H_5 respectively).

Example 6.4.6 (Squared curvature). We next compute the Hamiltonian vector field for the
squared curvature

We have according to [CKPP20],
i 3 i 3
grade H =D, (Dg’c + 2/{2DSC) , Dycx grade H = D,c x D;lc + §I{2DSC X Dgc.

Then, from

(D2c, Dye x grad® H)p2 1) = (D¢, Dye x Dic)a 1) +0 =0,

i 3
{c, grad®" H)r2 1) = JRQ - §/<czds = —H(e),

we have
oo L) ¢ x Dic— §/12 ¢ x D?c— He'(lc)) c x D?%c
herad = 3 ) { Do Die = g Do X e 56 4(e)) + o (e(nyee) - }
. 1 ra QMW . H@’(E(C)) ra oMW
" 39(0(0) {hg T35 00) 1 e B g}'

Since both H and ¢ are again constants in motion along both hgradQMW ¢ and hgradQMW H
[CKPP20], hgradﬂq)(e) H is also realized as a Hamiltonian vector field of Q9.
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6.4. Symplectic structures induced by length weighted metrics

Example 6.4.7 (Total torsion). We next consider the total torsion

H(c) = JTdS.
Using the results [CKPP20, Theorem 2]

glradGid H = —D,c x D3¢,
Dgc x gradGid H = —Dyc x (Dsc x D3e),

we compute

i 1
(D?*c, Dyc x grad®” H)pp s1) = 5 JDSKQdS =0

{e, grad®" H)pp sty = {Dsc, Dsc x D§C>L§5(Sl) + {c, D%c x D§C>L35(Sl) =0+0.

Then we get

1

o h dQMW H
30(((c)) st ’

hgradQé(z) H = D,c x (Dyc x D3c) =

30(£(c))

which is a scaled version of the Marsden-Weinstein gradient flow.

Example 6.4.8 (Squared scale). Next we consider the squared scale

1
E(c) = 2J|c]2ds,

as a Hamiltonian function. This is seen as the total kinetic energy of a moving particle in a
periodic orbit in R3.

We first get by a direct computation that,

id 1 1
grad® E = ¢ — (¢, DscyDgc — §|c|2D§c =(1—pr.)c— §|c|2D§c,
i 1
Dyc x grad®" E = Dye x ¢ — §|C\2Dsc x D2c,

and

(D%, Dyc x grad® E)pa 1) = —O(D20),
id 1
{c, grad® E>L35(Sl) = | Dsc x CH%fis(Sl) - §<c, |C|2D§C>L§S(Sl)
= | Dsc x CH%ﬁs(Sl) + E(c).
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Using them with Corollary 6.4.2 gives us;

Qe 1 1, 9
E=_———{-D, ~|¢[?Dye x D 4.4
3@(6(0)){ ¢x et glefDsex Die (6.4.4)
@' (£(c)

N )
30((c)) + D'(4(c))lc)

hgrad

[— 0Y(D%c)Dyc x (Dyc x c)

1
_ <| Dye x el ) = 5 lef? D§C>L§S(gl)> Dyc x Dgc]}

1 1
= ——-—4¢—D; ~|c|*Dye x D?
3(1)@(0)){ c><c+2]c| ¢ x Dic

o'(4(c)

+ ¢ )
30((c)) + @' (£(c))l(c)

[0i(D2e) (1~ pr,)e
_ (HDSC X CH%ZS(SI) + E(C)) Dgc x Dgc]},

Example 6.4.9 (Product of length and total squared curvature). Our last example is the
Hamiltonian given by

H(c) ={(c)K(c)

where K(c) = {., kds is the total squared curvature. This somewhat unusual Hamiltonian
is the only one among our examples that satisfies the condition required in Corollary 6.4.2
(b) the scale-invariant case. That is, H is invariant under the both flows of I = ¢ and

Y = hgradQMW ¢ = D,c x Dgc. To see this, let us compute
LyH=KL[,yl+lLy K=K -0+¢-0=0

as / is the Hamiltonian of Y and the last equality follows from a direct computation using
(6.5.2). This shows the existence of a Hamiltonian vector field horizontal in the sense of
Corollary 6.4.2 (b).

Question 6.4.10. We know from the above examples that some vector fields are realized as
Hamiltonian vector fields of both QMW and Q®®. We still do not know whether the spaces of
all Hamiltonian vector fields generated by these two symplectic structures coincide, or if one is
contained in the other. More generally, the coverage of Hamiltonian vector fields of QF for a
given operator L is an independent question, which we have not investigated in this chapter.

6.5 Presymplectic structures induced by curvature
weighted Riemannian metrics

In this section we will consider the special case of symplectic structures, that are induced by
curvature weighted metrics, i.e., we consider the Riemannian metric

G (b k) = f (1 4 K2k, k)ds,
Sl

where k = k. denotes the curvature of the curve c. Note, that in the notation of the previous

sections, this metric corresponds to the G metric with L = 1 4+ 2. This metric, which is

sometimes also called the Michor-Mumford metric, has been originally introduced in [MMO06]

to overcome the vanishing distance phenomenon of L2-metric, see also [MMO5].
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Remark 6.5.1 (Relations to the Frenet-Serret formulas). Given ¢ € Imm(S', R?) we consider
the open subset U = {rk > 0} = {D?c # 0} = S'. Note that x = 0 on the boundary U\U,
and is also 0 on the open complement S'\U which is a union of at most countably many open
intervals in S'; on each of these intervals c is straight line segment since D,c is constant there.
So we may assume that the torsion 7 is defined and 0 on S'\U. On U the moving frame and
the Frenet-Serret fomulas are given by

T =Dy, N=r'D¥, B=TxN=r"'D,cx D2
D,T = k.N = D?c,
D,N = —DS/@./@’Q.DEC + /-le?c = kT +7.B=—k.Dsc+ 1.k Dy x D?c
D,B = —D,k.k2.Dyc x Dgc =—7.N = *T.I{_ngC

This implies the following which are valid on the whole of S! since both sides vanish on S'\U:

D3c =(D?c,TYT +{(D3c, NYN +{(D3c, BYB  valid on U
= (D3¢, Dsc)Dsc + kD3¢, DicyD?c + k~*(D3c, Dsc x D2cyDsc x D3¢ on S!
= —k?Dyc + Dsm.m_l.Dgc + 7.D,c X Dgc valid on U but extends smoothly to S*

— (D3¢, Dyc) = —K*, {(D3c¢,D?c) = D,k.r, {(D3c, Dsc x D?c) =71.x* valid on S

7 =nr XD, Dsc x D*c) valid on S*.

Remark 6.5.2. Similarly to Remark 6.2.10 we obtain again conserved quantities and corre-
sponding momentum mappings. Here we want to specifically highlight the momentum map
J99G): as an element of R? ~ 50%(3), the angular momentum J%°®) is given by

(T3P (e),Y) = J(l + k%) x Dye,Y o c)ds,

which can be understood as the angular momentum of a thickened curve where the thickness
(or mass) at each point is a function of 1 + x*. Note, that this is in stark contrast to the
previous section, i.e., the length weighted case, where the angular momentum for Q®® is just
the ®(¢)-scaled version of the angular momentum for Q4 = 3QMW,

We have the following result concerning the induced presymplectic structure:

Theorem 6.5.3 (The presymplectic structure Q'*%"). The induced (pre)symplectic structure
of the G***-metric is given by:
QI (b, k) = J 3(1 + K2)}{Dye, h x kY + (Dys?){c,h x k) + 4x*(D,h, Dyc){c x Dye, k)

— 2D?h, D?c)c x Dyc, k) — 4k*( Dk, Dyc){c x Dyc, h)y + 2{D?*k, D*c)c x Dyc, h)ds,
(6.5.1)
and the vertical vectors {a.Dsc | a € C*(S')} < T.Imm(S',R?) is in the kernel.

Proof of Theorem 6.5.3. To calculate the formula for Q!**° we first need the variation of
k? = (D?c, D%c). Using, that D.; D = —(Dsh, Dsc)Ds, cf. the proof of Theorem 6.2.4, we
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calculate:

Den(D2¢) = (D.,Dy).Dsc + Dy ((Dep,Dy)e) + D2h
= —(Dsh, Dyc).D*c — D, ({(D h, D,cyDyc) + D?h
= —(D,h, Dyc).D?*c — (D«(D,h, Dsc)) Dyc — (Dsh, Dyc)D?*c + D*h
= —2(Dsh, Dyc).D*c — (Dy(Dsh, Dyc)) Dyc + D?h

Thus we obtain
D.pk? = —4(Dh, Dyc)r?® — 0 + 2(D2h, D2c). (6.5.2)

Next we note that
QL (b, k) = Q(h, k) + QF (h, k)
as the operation L. — O is linear in L.. Using (6.2.1), we then calculate
QF (h, k) = &Dsc, k*h x k + h x k%k) — (¢, D;h x K’k — Dk x K*h)
— (¢ % Dye, (Depi®)k — (Depr®)hyds,
= (2/@2<Dsc, h x k) — k*(c, Dsh x k) — {k*c, h x D.k)

— Dc7h/i2<c x Dy, k) + Dc7k/-€2<c x Dge, h)ds

— (2m2<Dsc, h x k) — k*c, Dsh x k)

+{Dy(K?*c), h x k) + k*(c, Dsh x k)

— Depi®(c x Dye, k) + D, pk*(c x Dyc, hyds

= f3/<92<Dsc, h x kY + (Dyx*){e, h x k)
— Depi®{c x Dye, k) + D pk*(c x Dyc, hyds.
Hence
QU (b, k) = f 3(1 + &2){Dye, h x kY + (Dgr?){c, h x k)
— D.pk*(c x Dye, kY + Depr®(c x Dyc, h)ds.

and (6.5.1) follows by using the variation formula (6.5.2) for 2.

That 2 decends to a form on Ulmm(S!, R?) follows again from Theorem 6.2.6; alternatively
we can also see this directly from the above formula: a straightforward calculation shows that
h = a.Dyc is indeed in the kernel of Q1*%°. O

Question 6.5.4. It remains open if the presymplectic structure QL on Ulmm(S!, R3) is
non-degenerate and thus symplectic. Therefore it remains to show that tangent vectors of the
form aD,c are the whole kernel of Qi*”z. It seems natural to employ a similar strategy as
in the previous section for length weighted metrics, i.e., for given h we test with all £ of the
form k = ac for a € C*(S'). This leads to reducing the degeneracy of QO+ to solving the
equation P.(a) = f for any given f € C*(S'), where

P.(a) := 2{D?%c,c)D*a — 4 Dc, c)k*.Dya + (3 + k2)a; .

The existence of periodic solutions for the above equation is, however, non-trivial. Note, that
the coefficient functions are in general degenerate, e.g., (D?c, ¢) can vanish somewhere.
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Question 6.5.5. We may consider a more general version. Suppose L.: h — f..h where f,
is a positive function for any ¢ and is of form f.(0) = p(c(6), D,c(0), D?c(0), ..., DNc(0))
with some finite N and a function p: R3*¥ — R.,. We expect that QF is symplectic on
Ulmm(S!, R?) if ©F is not scale-invariant, or on Ulmm(S!, R?)/F with a 2-dimensional
distribution F if ©F is scale-invariant (Theorem 6.3.2).

6.6 Numerical illustrations

In this section we numerically illustrate two Hamiltonian flows with respect to the new
symplectic structures introduced in this chapter. For interested readers, we share video footage
of the simulations shown in Figure 6.1 and Figure 6.2; see https://youtu.be/nu09IwRK-tY.

Qloe=2

Flow of hgrad H_ o

t=20 t=15 t =30 t =45

Figure 6.1: Hamiltonian flow of H 5, the flux of a rotational vector field from Example 6.4.5
using ®(¢(c)) = 10¢(c)~? (top), and the flow only with its binormal component (bottom).
The red, green, and blue axes are the x,y, z axes respectively.

For the numerical simulations, we discretized each curve as an ordered sequence of points
in R®. To approximate terms involving spatial derivatives, such as the binormal vector and
the curvature, we follow the methods of discrete differential geometry, see [Bob15]. We then
compute the time integration of each Hamiltonian vector field using the explicit Runge-Kutta
method of fourth-order in time. We want to emphasize that our numerical examples are
only for illustrative purposes and we do not guarantee any correctness of (even short-time)
behaviors of the curve dynamics.

In our experiments, we use length-weighted presymplectic structures Q%) (and symplectic
structures Q®® for unparametrized curves) as derived in Section 6.4. That is, we use functions
of the form ®(¢) = C'¢? with some C' > 0 and p € R. Note that C only works as time-scaling
and does not change the orbit under the Hamiltonian flow. This is because in the expression
of the field hgradgq)(z) H, cf. equation (6.4.1), the coefficient C' appears only in the factor

3(1)1(() = ﬁ shared by all the terms and the factor 3@(@?;(2'(5)4 = (3fp)£ does not depend on C.
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We choose C' to run each simulation with a reasonable discrete timestep, but it essentially
does not affect the dynamics.

We simulate two Hamiltonian flows (Example 6.4.5 and Example 6.4.8) from Section 6.4.
These two examples involve only up to second-order spatial derivatives. Simulating other
Hamiltonian flows, such as those discussed in Example 6.4.6 and Example 6.4.7 having third or
higher-order derivatives is more challenging as one would have to discretize these higher-order
derivatives more carefully.

As for the initial curve, we consider the trefoil
c(0) = ((2 + cos(26)) cos(30), (2 + cos(26)) sin(30),sin(40)), OeS' = R/27%6.6.1)
in both of our examples.

Example 6.6.1 (Flux of a vector field). We first simulate the Hamiltonian flow for the
Hamiltonian that is defined as the flux of a vector field through a Seifert surface whose
boundary is the curve ¢, cf. Example 6.4.5. We chose the vector field of a rigid body rotation
V(xz) = v x = with the rotation axis v = %(1, 1,1) € R3. This amounts to the Hamiltonian
H_5 in Example 6.4.5.

The horizontal Hamiltonian field (6.4.3) is a weighted sum of the rotation hgrad®" " H_, =
v % ¢ and the binormal field hgrad®" ¢ = D?c x Dgc with time-constant coefficients. Since
these two flows are Poisson commutative, we can simulate the flow by evolving the curves
under the binormal equation and rotating it at each time, i.e., ¢; = exp(tlﬁ)cgmormal where
0 € 50(3) corresponds v and t1, t are time ¢ weighted by the coefficients in (6.4.3). Figure 6.1
illustrates our simulation using ®(¢(c)) = 10¢(c)~2. The top row is the flow of hgradm“) H_,
and the bottom row is the flow by only the binormal equation part where the curve moves
toward the z-direction while showing a rotational motion around the z-axis.

Example 6.6.2 (Total squared scale). Our next example is the squared scale functional E
(Example 6.4.8). Here we test three different choices of ®(¢) = C'(P. Note again that we vary
C only for computational purposes and this does not change the trajectory. The simulation
results are shown in Figure 6.2.

We first compute for ®(¢) = %, which corresponds to (a constant multiple of) the Marsden-
Weinstein flow hgradQMw FE. The curve moves back and forth in the z-direction, but curve
points tend to get stuck once they come closer to the origin as both the term —Dgc x ¢ and
the term %|c[2Dsc x Dgc decrease as ¢ goes to zero. As a result these parts form a complex
shape around the origin. The next case is ®(¢) = 2—106_1/10. This shows a behavior similar to
the first case, but points do not get stuck near the origin due to the additional term in (6.4.4).
While moving back and forth, the curve does not become as entangled as in the previous
case and seems to alternately transform between a trefoil and a trivial knot. The last case is
®(¢) = 1075¢%. This shows a very different evolution. Unlike the other test cases, the curve
does not globally translate in the z-direction but forms a complex spiral shape while shrinking
slowly. In all three cases, the symmetry of the trefoil, i.e., that rotation of 120 degrees around

the z-axis does not change the shape, seems to be preserved in time.
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Flow of hgrad®® E with ®(¢) = -

20
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Figure 6.2: Hamiltonian flow of hgradm(z) E with different choices of ®(¢). In each row the
initial curve, which is not shown, corresponds to the trefoil (6.6.1). The right-most images are
the front-view of the last configurations of curves showing high symmetry for the 120-degree
rotation around the z-axis.

6.7 Appendix: Approach via an almost complex
structure

In the main part of this chapter we constructed new symplectic structures on Ulmm(S!, R?),
by alternating the Liouville 1-form of the MW symplectic form. Doing so one obtained a skew
symmetric 2-form on Imm(S', R?), which is automatically closed. Consequently to obtain a
new symplectic structure it only remained to verify the non-degeneracy of this 2-form.

One may find this approach somewhat artificial or ad-hoc and could imagine, that it would
be easier to construct new symplectic structures via directly alternating the MW symplectic
structure instead of its Liouville 1-form. Following this alternate strategy one would arrive
directly at a non-degenerate 2-form, but would instead need to prove its closedness. In this
appendix we will discuss that this approach fails in the sense that we were not able to construct
any closed forms following this procedure; nevertheless it results in an interesting class of
2-forms and will discuss some of their properties in more details.

109



6.

SYMPLECTIC STRUCTURES ON THE SPACE OF SPACE CURVES

On the shape space UImm(S', R?), the mapping of 90 degrees rotation given by
J: TUImm(S', R*) — TUImm(S*, R?)
h— Dy x h
is an almost complex structure, i.e., an isomorphism with 72 = —1. The L?-Riemannian metric

G'Y, the Marsden-Weinstein symplectic structure QMW and the almost complex structure 7
formally define an almost Kahler structure (also called a compatible triple),

OMYV(h, k) = GY(T (h), k)
on Ulmm(S*, R?) 2.
This observation suggests to define a family of almost symplectic structures Z* via
ZE(h k) = GH(T(h), k). (6.7.1)

If L is non-degenerate, self-adjoint with respect to _C_Jid and commutes with 7, then Z% is by
construction an almost symplectic structure, i.e., Z" is skew-symmetric and non-degenerate.

To show that the induced forms are indeed symplectic it suffices thus to check the closedness
of Z*.

At a first glance this approach seems promising and simpler than the approach presented in
the main part of the chapter. However, as we will see in the following proposition, the 2-form
Z" fails to be closed at least for all Riemannian metrics that are conformally equivalent (but
not equal) to the L?-metric: The non-closeness of Z* is due to the following proposition.

Proposition 6.7.1. Let (M,w) be a symplectic manifold (possibly orbifold) whose dimension
is greater than 2 (possibly infinite-dimensional). Then the only symplectic structures in the
conformal class of w are the connected component-wise constant multiples of w.

Proof. Let w” := \w be a 2-form with conformal factor \: M — R.,. Then we have
dw* = Mw + d\ A w = d\ A w.

The 3-form d\ A w is not identically zero unless \ is constant on each connected component.
To see this let us denote Xy = grad™ H for a given function H: M — R. Then we have,

dAAAw =0 < 0=1x,(dAAw) = itx,dAAw—dA\Aix,w = (Lx,\)w—d\~ndH VYH.

Since the two terms (EXHA).wid and d\ A dh have different ranks, they are both zero. Namely,
Lx,, A must be zero. Since at each point x any tangent vector h € T,,M is locally realized as
Xp(x) by choosing a suitable Hamiltonian H, A must be constant. O

While the above discussion is limited to Riemannian metrics that are conformally equivalent to
the L2-metric, it seems that a similar phenomenon is also true for more complicated (higher

2This is not a Kahler structure in the classical sense, which additionally requires a complex structure i.e.,
the existence of holomorphic coordinates. Indeed the Marsden-Weinstein symplectic structure does not admit
a complex structure [Lem93]; it has been shown that on the space of isometric mappings of a circle into R?
modulo Euclidean transformations there is indeed a Kahler structure closely related to the Marsden-Weinstein

structure, but with a more complicated almost complex structure than J [MZ96], see also the comments
in [Neel8].
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order) metrics. In particular, we were not able to construct any pair of an almost complex
structure J and a non-conformal operator L which satisfy the required invariance conditions
and leads to a closed form Z% on Ulmm(S*, R?).

This observation is the main reason why we proceeded to define our symplectic structures by
altering the Liouville form, thereby ensuring closeness of the corresponding 2-form. We may
also reach types of symplectic forms by solving the non-closeness issue of the approach in
this section via correcting the obtained 2-form, e.g. in the conformal case when A is not a
constant and thus Z* is not closed, we could add some W € d~!(d\ A Q) so that Z* + W
is closed. By doing this, the non-degeneracy property may be lost and thus one needs to
check this again. Our approach for constructing a symplectic form from the Liouville form
©* amounts to choosing W = —d\ A ©'4. We emphasize that there is a large degree of
freedom in d~1(d\ A ©'9) and our choice is not the unique one that makes the resulting form
symplectic.

(Locally) conformal symplectic structure

Conformal symplectic geometry is a subbranch of symplectic geometry, which arose around
70's and has been studied mostly in finite-dimensional settings. For references on the general
theory of (locally) conformal symplectic geometries and their induced dynamics we refer the
interested reader to [Vai85, YMO05, AA24].

Following these references an almost symplectic structure @ is said to be locally conformal
symplectic if any point has an open neighborhood U such that there is a function f; with
fuw being symplectic in U. This condition is equivalent to do = a A w for some closed
1-form «, called the Lee 1-form. If « satisfies the additional condition that a = df for some
globally defined function f then f& is symplectic. In this case @ is simply called conformally
symplectic.

While the approach using (6.7.1) with a Riemannian metric that is conformally equivalent
to the L2?-metric is unsuccessful for constructing new symplectic structures, this procedure
exactly leads to conformal symplectic structures. This raises the following open question:

Question 6.7.2 (Locally but not globally conformal symplectic structures on Ulmm(S*, R?)).
A natural question one may ask in this context concerns the existence of a locally but not
globally conformal symplectic structure. We note that H'(UImm(S', R?)) =~ R since for the
fundamental group we have 7 (Ulmm(S',R?)) = Z; this follows from [Sma59] and some
standard arguments on fibrations and loop spaces; see [Ada93] for details. This observation
suggests the existence of a non-degenerate w s.t. dw = a A w for a closed but non-exact
Lie form «. We are, however, unaware of the existence/non-existence of such an only locally
conformal structure on UImm(S*, R?).

6.7.1 Hamiltonian vector fields of conformally symplectic structures

Here we consider the analogue of Hamiltonian systems for conformally symplectic structures.
We begin by recalling the definitions and basic properties of Hamiltonian systems induced by a
locally conformally symplectic structure. In this setting two types of Hamiltonian vector fields
have been introduced: the first only preserves the Hamiltonian function but not the conformal
symplectic structure, whereas the second one only preserves the conformal symplectic structure
(up to conformal changes), but not the Hamiltonian function. Note, that this in contrast to
Hamiltonian systems induced by a genuine symplectic structure, which preserve both of them.
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To define these two types of Hamiltonian vector fields let w be a locally conformal symplectic
structure on a manifold M with a Lee form «, i.e., v is a closed 1-form such that dw = o A w.
Similar as for a classical Hamiltonian system we can defined the field

Lxyw = dH

Indeed, the flow along Xy preserves the Hamiltonian H but does not preserve w, see
e.g. [WL98]. The second type of Hamiltonian vector fields can be defined via

Ly,w = doH

where d,, is the so-called twisted de Rham differential given by d, = d — a A -. The vector
field Yy preserves the locally conformal symplectic structure up to conformal change given by
Ly, w = a(Yg)w. In general, it does not preserve the Hamiltonian except under restrictive
circumstances such as H being constant, see [Vai85, MS17]. This type of Hamiltonian system
can be used to model energy dissipating systems as studied in [AA24, BFM16].

Next we will derive these two types of Hamiltonian systems in our case, i.e., for symplectic
structures conformal to the MW structure on the space of space curves.

Horizontal Hamiltonian vector field via the standard differential

We first compute the first type of Hamiltonian vector field Xy via tx,, Z* = dH. Using the
same computational routine as in Section 6.3.1, we obtain the horizontal Hamiltonian vector
field with respect to the standard L? metric G'¢,

1 i 1 /
Xy = —XDSC X grade H = X hgradQMw H,

which is a multiple of the Marsden—Weinstein flow with scaling factor A\. Note that H is
preserved in time by design and that

Lx, 7 = tx, dANMY) + d(1x, AMY))
d\

= ix, (AN A QW) 4 ddH = Lx NOMY — ~

which is not preserved (even conformally) unless d\ and dH are linearly dependent at each c.

A dH,

Horizontal Hamiltonian vector field via the twisted differential

Next we discuss horizontal Hamiltonian dynamics of the second type, i.e., we calculate the
vector field Yz via the relation LYHZ’\ = dgnH with the twisted differential dgy = d — d\ A -
mentioned above. Using the relation

dH — Hd\ = dgpyH = 1y, Z* = Ay, Q"W
and the computational routine in Section 6.3.1, we get
grad®’ H — H grad®" A = ADyc x Yy,
and hence

Yy = (—Dsc X glradGid H + H.D,c x gradGid )\)

Ml > =

(hgradQMW H — H hgrad®" /\> .
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By direct computation, we see that
Ly, H=HLy,\ Ly, 2"=Ly N2

and

»CYH)\ = i\(ﬁhgradQMW H)\ — H[,hgradQMw )\/\) = i[,hgradQMw H)\

Hence, if A\ is a conserved quantity under hgradQMW H (equivalently H is conserved along
hgradQMW A), then H, X and Z* are exactly preserved and the flow of Yy behave like the
Marsden—Weinstein Hamiltonian flow. Note, that there are infinitely many commutative Hamil-
tonian systems with respect to the MW structure forming a KdV-type hierarchy, cf. [CKPP20].
Therefore if we pick up any combination of the quantities within this hierarchy, we can find
Hamiltonian systems induced by a conformal symplectic structure that resemble Hamiltonian
systems induced by the MW structure.
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CHAPTER

Area formula for spherical polygons via
prequantization

This chapter is largely a reprint of the article:

Albert Chern and Sadashige Ishida. Area formula for spherical polygons via prequantization.
SIAM Journal on Applied Algebra and Geometry, 8(3), 2024

In the previous chapters, we studied symplectic geometry of codimension-2 shape space related
to dynamics on that space. This chapter, on the other hand, applies a symplectic viewpoint
to a purely geometric problem with practical applications.

We present a formula for the signed area of a spherical polygon via prequantization. In contrast
to the traditional formula based on the Gauss—Bonnet theorem that requires measuring angles,
the new formula mimics Green's theorem and is applicable to a wider range of degenerate
spherical curves and polygons.

Dependency of the chapter This chapter is self-contained, so readers can read it on its
own.

7.1 Introduction

A spherical polygon is a finite number of ordered points on S? connected by geodesics.
Computing the solid angle of the region enclosed by a spherical polygon is important in many
subjects, which we briefly summarize at the end of this section.

For a given polygon I" = (po, ..., pn_1), its surface area is often computed using the formula

Area(T) = 2 — Y 0;, (7.1.1)

derived from the Gauss—Bonnet theorem. This area formula involves the evaluation of the
exterior angle 1J; at each vertex

Pi—1 X D; Di X Pi+1 ) 7 (7.1.2)

¥; = sign (det(p;—1, pi, Pi+1)) arccos < :
|pi—1 X pz‘| |pz‘ X pz‘+1\
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which is a function of three points. However, this formula requires non-degeneracy assumptions
about these points that render it unavailable or numerically unstable in certain situations.
For example, two consecutive points of the polygon cannot lie on the same location as the
exterior angle is undefined. We may consider removing such points from the polygon, but
judging precisely whether two points are at the same location or just nearby locations is not
always possible in numerical computation, especially when the points are obtained after some
computational operations.

On the other hand, an area formula for polygons in R? does not have such limitations. For a
polygon I'gz = ((x0,%0)- - - -, (Tn_1,Yn_1)), the area is

Area(I'ge) = ZZ: ;(xiﬂyi — TYit1)- (7.1.3)
Unlike the classical formula for spherical polygons (7.1.1, 7.1.2),
this planar area formula involves adding numerically stable edge
quantities. This formula can be derived by converting the area
integral over the region into a line integral along the polygon curve
using Green's formula. This is the same technique that enables
planimeters (Figure 7.1). The key that allows Green's formula is
that the area form of R? is an exact differential form. Unfortunately,
this strategy does not work directly for spherical polygons as the
area form of S? is not exact.

[ani )

Figure 7.1: A planimeter
measures the area of a
planar region by tracing
and accumulating quanti-

We circumvent this issue in this work via so-called prequantization, ties along its perimeter.
which is a preliminary setup to transform a classical mechanical

system into a quantum mechanical system [BW97]. We lift the

area form of the sphere onto a space where the resulting 2-form is exact. More precisely, we
utilize a prequantum bundle, which is a principal circle bundle where the lifted 2-form is exact.
This gives rise to a version of Green's theorem that translates the area integral on the base
manifold into a line integral along a lifted perimeter in the bundle.

By choosing a specific prequantum bundle over S?, we can obtain an explicit expression of the
line integral. We use the Hopf fibration 7: S® — S? with a specific connection 1-form and
derive a formula for the area of a spherical polygon. Unlike the classical formula (7.1.1), the
new formula does not involve numerically unstable evaluation of angles of three consecutive
vertices. Instead, it only involves a sum of edge-wise measurement resembling (7.1.3). We
also recover the classical formula (7.1.1) by choosing SO(3) as the prequantum bundle with a
specific lift of the polygon. Finally, we present numerical examples comparing our formula and
the classical formula.

Relation to quantum mechanics Our formula for the spherical area via prequantization is
similar to evaluating the Berry phase for a quantum mechanical system. In this analogy, the
points on S* (or any prequantum circle bundle) represent the possible quantum states of a
spinor (or 2 qubits), while their projections on S? are their classical representations on the
Bloch sphere [BZ06].

Applications and computations of solid angles Computing the area, or solid angle, of a
spherical region occurs in multiple disciplines. They are either analytically computed by the
angle-based formula (7.1.1, 7.1.2) [BC87], or approximated by point counting [FOM06, Gon10]
and Monte-Carlo methods [ArvO5b]. A standard routine in geological survey is to find the
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area of an irregularly shaped region on the nearly-spherical earth [BC87, Gon10]. In quantum
mechanics, the solid angle of a spherical curve generated by a Brownian motion of a particle
describes the phase of two-state quantum systems undergoing random evolution [SW89, KSS00].
The so-called Majorana representation of polarized light also involves the solid angle of certain
spherical quadrilaterals [Han98].

Solid angles give rise to another geometric concept, the solid angle field of a space curve.
Given a space curve in R?, the solid angle field is an S!-valued function over R? whose value
at each point 2 € R? is half of the solid angle subtended by the closed curve at z. In contact
geometry, a so-called open-book decomposition can be constructed by the solid angle field,
with the level sets of the S'-valued solid angle field being the pages and the space curve
being the binder [Gei08]. Each page can also serve as a Seifert surface, an oriented surface
bordered by a given knot [Dan16, BA18]. Solid angle fields also play important roles in fluid
dynamics and electrodynamics, as the gradients of the solid angle fields are the Biot-Savart
fields of space curves [Som52, pp.118], which represent the magnetic fields induced by electric
currents, and the velocity fields corresponding to given vortex filaments. In addition, solid
angle fields are applied to constructing implicit representations for space curves for simulating
vortex dynamics [IWC22], visualization of nematic dislinations in electromagnetism [BA18],
and radiosity illumination in rendering [WCZR20].

7.2 Area of a spherical polygon

We begin with the problem of seeking a line integral formula for the areas of spherical polygons.
Next, we introduce the notion of prequantum bundles. While we only use the essential
properties of this notion in a self-contained manner, the readers may find backgrounds in
principal bundles [Nak03, KN63| and geometric quantization [BW97, Kos70]useful. Finally, we
derive a line integral formula for spherical areas via prequantization and apply it to spherical

polygons.

An oriented spherical polygon I' is a finite cyclic ordered list of spherical points I' =
(Pos---,Pn-1), pi € S? i € Z, = Z/(nZ). Each edge, i.e. each pair of adjacent points
(Pi, Pit1), © € Zy, (including (pn—1,po) using the modulo arithmetic of i € Z,,), is joined by
the shortest connecting path on S?. This edge path is a constant point when p; = p;;1, and
is otherwise a part of the great circle containing p;, p;+1. To ensure uniqueness of the shortest
edge path, we assume that p;,; # —p; for each ¢ € Z,,, which does not take away generality
as one may add intermediate points if the polygon contains any antipodal edge.

By concatenating all the edge paths, the spherical polygon I' is naturally associated with
a continuous closed path Cr: S' — S%. Let Sp: D? — S? be any smooth extension! of
Cr: St = 0D? — S? to the unit disk D2. We call Sy the enclosed region of the spherical
polygon I, which is unique up to an integer number of full wrappings around the entire sphere.
Define the signed area of I as the total signed area of Sr, which is well-defined modulo 47:

Area(T) = Ho— - f Sto e R/(4nZ). (7.2.1)

LA smooth extension Sp: D? — S? exists for any smoothly parameterized path Cr: S! — S2. A smooth
path Cr can be constructed by concatenating smooth parameterizations of the great circular edges with
vanishing derivatives 0 = 0,Cr = 07Cr = - - - at the vertices.
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Here S;: denotes the pullback via Sr, and o € Q?(S?) is the standard area form of the unit
sphere S? = R3 induced by the Euclidean metric. The area form o can be explicitly written
as 0 = sinfdfh A d¢ using a spherical coordinate chart, or as 0 = (zdy A dz + ydz A dx +
zdx A dy) /(2% +y? + 2%)3? |52 using the Cartesian coordinates in R®. This definition is valid
for self-intersecting polygons (See Figure 7.2) and degenerate polygons which may contain
edges of zero lengths or consecutive edges that fold back onto each other.

Figure 7.2: Examples of spherical polygons. Left: the two regions with different colors
contribute positively or negatively to the signed area. Right: the darker region contributes to
the signed area twice.

7.2.1 Areas as line integrals

Our goal is to find a numerically robust formula for (7.2.1) in terms of the vertex positions
I' = (po,..-,Pn_1)- More precisely, an ideal area formula we look for is a line integral
“Area(l’) = §CF «" for some smooth differential 1-form «, analogous to Green's Theorem in
the plane. The reason for this desire goes as follows. Once (7.2.1) becomes a line integral
along the polygonal curve, we can derive the formula for Area(I") by summing the explicit
integrals of o along the great circular arc of each edge. Such a line-integral-based formula
would be applicable to degenerate cases: The angles between consecutive edges would never
appear in the formula; the line integral of a smooth 1-form along an edge shrinks to zero
gracefully if the edge length shrinks to zero.

Such a line integral formula "Area(I") = §CF «" appears to rely on the exactness of o, which
is the existence of a smooth 1-form « so that da = o. If « exists, then by Stokes’ Theorem
Area(l') = {§g o = {{g dor = $c,. a. However, the spherical area fo.rm o is not exact.
Fortunately, and perhaps surprisingly, a line integral formula does not require the exactness of
o as described below.

Definition 7.2.1 (Prequantum bundle). Let 5 € Q?(X) be a closed 2-form on a manifold
Y. A prequantum bundle over (X, 3) is a principal circle bundle 7: Q — X equipped with an
equivariant 1-form a € Q1(Q) with da = 7*p.

Intuitively, a principal circle bundle @) over the base manifold ¥ is a (dim(X) + 1)-dimensional
space where a circle is attached to each point of X. The equivariance of « € 2(Q)) means
that « is invariant under a uniform rotation in the circle dimension.

Remark 7.2.2. In a classical definition for a prequantum bundle, « is a connection 1-form,
which has an additional requirement that a(V') = 1 where V' is the generator of the rotation
action. In general, every compact symplectic manifold (X, 5) admits a principal circle bundle
(Q, ) with a connection 1-form « satisfying daw = 7*( upon a rescaling of § so that
p/2m € Ho(X, Z) [BW58, Theorem 3] [Kob63, Proposition 9].
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Proposition 7.2.3 (Lifted Green's theorem). Let 7w: (Q,a) — (3,5) be a prequantum
bundle. For each surface S: D* — ¥ consider an arbitrary lift S: D*> — Q, 1o S = S. Then

[jo--

Proof. §,5a = {{gda = {[sm* 8 =1§ 8= {48 O

The lifted Green's theorem enables line integral formula for the area of a spherical curve.
Suppose we have a prequantum bundle 7: (Q, ) — (S?, o) over the sphere S?. For each
closed curve Cr on S?, construct an arbitrary lift Cr: S! — @, m o Cr = Cp. Then

Area(T") = j@a mod 4.
Cr
Remark 7.2.4. While all the examples we provide in this chapter are prequantum bundles,
for Proposition 7.2.3 we only need any smooth map 7: Q@ — ¥ and a € Q'(Q) that satisfies

da = 7* 3 and has a general liftability of a topological disk S to S. In particular, we do not
need 7 to be a circle bundle or o to be equivariant.

7.2.2 The Hopf fibration

The Hopf fibration 7: S* — S? is a prequntum bundle over S?. We provide its explicit
expressions in the quaternion coordinate H = {zi +yj + 2k +w| (z,y, z, w) € R*}. Using the
quaternion coordiantes ¢: S? < H =~ R* and p: S? < Im H =~ R3, Hopf's bundle projection
is given by

™ S* > S 7w(q) = qigq (7.2.2)

Note that 7 is a principal circle bundle with action <i: S' x §* — §?, (<e™"")q := ge~"?. For
q and ¢’ := ge~'% on a same fiber, we write arg(q’q) = 0.

The 1-form o € Q'(S?) for the prequantization is expressed as

a = 2Re(igdq) = —2Re(dgqi) = 2Re(dqig) = —2 Re(qidqg). (7.2.3)
The 1-form 04/2' is a connection form as it is equivariant under S' actions: (<e'?)*a = o and
30(iglo—o(<e™)q) = 1.

Proposition 7.2.5. The I-form o € Q'(S?) defined in (7.2.3) and the map : S* — §?
defined in (7.2.2) satisfy do = w*0, where o € Q*(S?) is the standard area form on the unit
sphere. That is, (S®, «) is a prequantum bundle over (S*, ).

This result is known ([BZ06], [CKP*16, Theorem 1]), but we give a proof for completeness
in the appendix of this chapter (Section 7.6).

With this setting, Proposition 7.2.3 is now written more concretely for a spherical polygon:

Corollary 7.2.6. The area Area(I") of a spherical polygon I' = {p;}; can be evaluated by a
line integral

Area(I") = ZJ a mod 47 (7.2.4)
7 JCr([titit1])

where « is given by (7.2.3) and Cr is an arbitrary lift Cr: S — S? of the polygon curve
Cr =moCr: S' - S? with Cr(t;) = p; for each i.
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7.3 The area formula via the Hopf fibration

In this section, we obtain an explicit formula by evaluating each piece of the line integral in
(7.2.4) along a great circular arc lifted onto S®. We first define dihedral for a pair of spherical
points.

Definition 7.3.1. For each p,p' € S?, p # —p/, define

[i / /
Dihedral(p, p’) :== - <2p,p> + QZXQZD > eS®c H.

which is the unit quaternion that represents the minimal rotation that rotates p to p’ i.e.
rpr = p/, r = Dihedral(p, p’).

There is a unique (unnormalized) rotation axis v € T;S*(= Im H) for the minimal rotation
for non-antipodal p, p’ € S?. This axis v is parallel to p x p’ and Dihedral(p, p’) = e2 by the
exponential map on S3. We also note that any ¢ € 7~ !p, the point Dihedral(p,p’)q is on
T iy

We will see that each summand in (7.2.4) can be explicitly expressed in terms of the dihedral
after recognizing how the dihedral represents the horizontal lift over a great circular arc.

Proposition 7.3.2 (Horizontal lift on (S* «)). Consider the Hopf fibration 7: (S* a) —
(S?,0) described in Section 7.2.2. Let py, p; be two arbitrary non-antipodal points on S?, let
v: [0,1] — S? be the great circular arc joining py and py, and let v € TiS* be the imaginary
quaternion such that ez = Dihedral(py, p1). Then for each given point q¢ € 7= 'p,, the
horizontal lift 4y of v with 34 (0) = q is given by

vt

Au(t) =ez2q.

Proof. It follows from ~(t) = eTpoe” 2 that g is a lift over v with respect to m. We now
show that 7 is horizontal. At each g € S?, the tangent space and the horizontal subspace with
respect to the connection 1-form /2 are T,S* = Span(qi, ¢j, ¢k) and H,S* = Span(¢j, ¢k)
respectively. We have for each t that

d 1 vt

—Au(t) = =e%vq.
g () = ger v

Here we note that the conjugation h — ¢hq is an isometry in Im(H), from which it follows
that v € ¢(H,S?)q as

0 = (v, p) = {a(qua)q, 4ig).
Therefore, ¢2 vq is horizontal. m

Lemma 7.3.3. Assume 7: (S3,a) — (S%,0), po,p1 € S?, and v: [0,1] — S? as in Propo-
sition 7.3.2. Then for any lift 7: [0,1] — S? of ~, the line integral S?a is explicitly given
by

J~ o= 2arg((ﬁ Dihedral(po,pl)qo),

where qo = 5(0), ¢ == Y(1).
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Proof. Proposition 7.3.2 asserts that ¢y € 7 !py and ¢y := Dihedral(pg, p1)qo € 7 'p; are
connected by the unique horizontal lift 4. Let us consider a parametric surface A < S? given
by

A= {Fu(t)e e S*t e [0,1],0 € [0,6:] },

where 0, for each ¢ is the angular difference 6, := arg <’y(t):yH(t))>. We first obtain that

RS
as m(A) =~([0,1]).

Note that the boundary 0A is a closed path consisting of three segments: (1). the lifted path
y from qq to qi; (I1). the vertical path {gie' | 6 € [0,0,]} from q; to qz; (II1). the horizontal
lift ¥y from qy to qo. Since the integral of o along the third path makes no contribution, we

have
0 d )
Jaz —f azf QZJ Oz((<le_'6)q1) do
5 {qiei® | 0€[0,0,} {qre=19 | 6e[—01,0]} —o, \db

0
=J 2df = 2arg (qiqm) .
—61
which concludes the proof. O

As a direct result of Corollary 7.2.6 and Lemma 7.3.3, we obtain our main theorem:

Theorem 7.3.4 (Area formula via the Hopf fibration). Let T' = (po, ..., Pn_1),pi € S?,i € Zy,
be a spherical polygon. For each i € Z,,, pick an arbitrary lift ¢; € S* i.e. 7(q;) = p;. Then,

n—1

Area(T") = 2 Z arg(cm Dihedral(pi,piﬂ)qi) mod 4. (7.3.1)
i=0

The formula requires an arbitrary lift ¢; € S of the vertex positions p; € S? for i € Z,,. An
example is

(7.3.2)

o Dihedral(i, p;), (ps, 1y =0,
W= Dihedral(—i,p;)j, {pi, 1) <0,

which is uniquely defined globally.

As a special case of Theorem 7.3.4, choosing the horizontal lift results in no contribution of «
except for the endpoint of the polygon.

Corollary 7.3.5 (Area formula by the horizontal lift ). Let qo be a point in the fiber 7= py
and let us inductively define q;y1 := Dihedral(p;, p;+1)q; fori =0,...,n — 1. Then we have

Area(T") = 2 arg(qogn,)-

At the end of the section, we make a remark regarding the numerical stability of the formula
(7.3.1).
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Remark 7.3.6. The branching discontinuities in the “arg” function in (7.3.1) and the “if”
statement in (7.3.2) are smooth in the mod-47 arithmetic of (7.3.1). The only calculation
that can be numerically unstable is the evaluation of the Dihedral function when the two
arguments are close to antipodal. This antipodal dihedral evaluation is avoided by the choice
(7.3.2). The entire evaluation of our area formula (7.3.1) with (7.3.2) is numerically stable as
long as we do not have antipodal edges where (p;, p;+1) ~ —1, which is easily preventable by
inserting a midpoint to any close-to-antipodal edge.

7.4 Derivation of the classical formula by SO(3) as a
prequantum bundle
The Hopf fibration structure can also be seen in the group SO(3) of 3D rotations. In fact,
the classical formula (7.1.1) can be interpreted as a special case of the lifted Green's theorem
on SO(3) using a specific lift not as numerically stable as our formula (Theorem 7.3.4) using
either the lift (7.3.2) or the horizontal lift (Corollary 7.3.5). We see that SO(3) as the unit
tangent bundle over S? is also a prequantum bundle with a specific connection form. As S is
a double cover of SO(3), the Hopf fibration 7 : S* — S? has a decomposition 7 = 73 0 m;
given by,
- S3 - 80(3)
q+— (q1q,9Jq,qKq),

and

Ty SO(3) — S (7.4.1)
(p17p27p3) — D1,

where each element of SO(3) is represented by three column vectors.

The tangent space Tp SO(3) at each P € SO(3) is dLpso(3) = {PW|WT = —-W}. We

identify each W = (_a?s o _wgl) € 50(3) with w = (w1, ws, w3) € R3. We define a 1-form 7
by
np(PW) = —wr. (7.4.2)

Then (7, 7) is a principal circle bundle with S* action <1: S* x SO(3) — SO(3), by (<1e'?)P =
P((l) co%@ fs(i)nH).

0 sinf cosf
Proposition 7.4.1. The 1-form n € Q'(SO(3)) defined in (7.4.2) and the map my: SO(3)
— S? defined in (7.4.1) satisfy dn = wio, where o € Q*(S?) is the standard area form on the
unit sphere. That is, (SO(3),n) is a prequantum bundle over (S*, ).

We give a proof in the appendix of this chapter (Section 7.6). To recover the classical formula
via my: (SO(3),m) — (S?,0), we define a lift as follows. We take for each p; the forward
velocity from p; to p;41 on S2. It is given at p; = (t;) by

_ ti+h) —y(t;
U(pz) — hlililo 7( ]z ’7( ) c TpiS27
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which is a positive multiple of —p; x (p; X p;+1). Then

- v(p;) v(p;) )
Y tz = (pz> y Di X

)= (P ol ™ ol
defines a lift 4: S* — SO(3) of . For 4, we have

jn =)0 (7.4.3)

v %

with the exterior angles J; given in (7.1.2). One has to be cautious when drawing conclusion
from (7.4.3) about the area formula using Proposition 7.2.3. In fact, Area(I") = 27 + Sﬁn =
2m — Y. 9; noting the extra term of 27 (cf. (7.1.1)). This is because 7 is a non-contractible
loop in SO(3) which is not the boundary of a disk. To obtain the classical formula (7.1.1), lift
7: St — SO(3) to 4: S! — S? by the universal cover 7;: S* — SO(3). Note that a = 77,
and that 4(0) = 4(27) and lim; . 4(t) has an angle difference of 7 in the fiber 7=(7(0)).
The classical formula has a variant that locates a pole Z € S? and sums up the signed area of

triangles (pi, pi+1,Z). This formula is given as,

Area(") = Z sign (det(p;, pi+1, Z)) UnsignedArea(p;, pit1, Z), (7.4.4)

)

where the unsigned area of each spherical triangle (x¢, 21, x5) is computed as,

. Tio1 X Ty Ty X Tipq
UnsignedArea(zg, x1, 22) = —7 + Z arccos ( ! v, i '
[Ti1 X @] [T X i

ieZ;;
This formula can also be recovered by the Hopf fibration. Setting the lift ¢; := Dihedral(Z, p;)
for each p;, we obtain (7.4.4). Numerically, this formula is unstable if any of the vertices

is close to Z or —Z, which is explained by the numerical sensitivity of Dihedral(Z, p;) and
PiXZ
lpixZ|*

7.5 Numerical examples

In this section, we present numerical examples of area computation for spherical polygons
using our formula (7.3.1). Moreover, we demonstrate how this formula can also be utilized to
determine the total torsion of a space curve, which differs from 27 exactly by the enclosed
area of the spherical curve traced out by the tangents of the curve. By comparing the results
obtained using both our formula and the classical formula (7.1.1), we show that our formula
produces consistent and converging solutions, even for singular curves. This improved numerical
robustness allows for more accurate measurements of spherical areas and total torsion.

We employ the horizontal lift approach (Corollary 7.3.5) for computation in all of our examples.
For a given closed spherical curve : [0,27) — S?, we use a uniform division {t; := % )

of the interval [0,27) to specify the vertices {7(t;)}7—, with some positive integer n. This
process turns the spherical curve into a spherical polygon.

7.5.1 Spherical cardioid

We compute the area of a spherical curve v given by the stereographic projection image
v = Porge of a planar cardioid g2 (Figure 7.3). Explicitly, the planar cardioid is parametrically
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given by
Yr2(t) = (2(1 — cos(t)) cos(t),2(1 — cos(t)) sin(t)) ,

and the stereographic projection from the plane to the sphere is

P:(z,y) — (2z, 2y, 22 4+ y? — 1).

2 4+y?+1
We compute the area with various numbers n of vertices using our formula and the classical
formula (7.1.1,7.1.2). Figure 7.4 (left) shows their numerical results. Note that this spherical
cardioid has a cusp, i.e. 0y changes sign at ¢t = 0. As the polygon refines (n — o), the edge
lengths adjacent to 7(to) decrease to zero superlinearly, and W(t" Si%g;' g(ig)iz(tl) — —1.
These conditions make the classical formula numerically unstable as observed in Ezlgure 7.4,

left. In contrast, our formula is numerically stable despite the presence of the cusp.

Figure 7.3: Cardioid (left) stereographically projected on the sphere (right).

Cardioid Non-Frenet curve

444 —— Gauss-Bonnet 69 —— Gauss-Bonnet
431 Hopf , Hopf
3
‘7 4
S 4.2 £
< =
1 g 2 l
| ”'”Wl” WWW
3.9 1 I 0 -
o 102 108 10! 102 108
Number of vertices Number of vertices

Figure 7.4. Numerical values of the signed areas of spherical curves discretized into spherical
polygons with increasing number of vertices, computed using the classical formula (Gauss—
Bonnet) and our formula (Hopf). Both formulae give consistent values when the number
of vertices is small, but the classical formula becomes unstable as the number of vertices
increases. Left: The area enclosed by a spherical cardioid (Section 7.5.1). Right: The total
torsion (2 — Area(y’)) of a non-Frenet space curve (Section 7.5.3).

7.5.2 Total torsions of space curves

Our next examples are about total torsions of closed space curves. For a space curve
v: St — R3, the total torsion [PG24, Ch. 1 Sec. 5.1] (equivalently, the total writhe up to a
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Figure 7.5: Figure-eight knot (left) and its unit velocity map (right).

S "

Figure 7.6: Trefoil (left) and its unit velocity map (right).

minus sign and a multiple of 27) can be evaluated as,
Torsion(y) = 27 — Area(y’) mod 27, (7.5.1)

where Area(v’) is the signed area of the unit velocity map given by +' = 0yy/|0yy|. This
notion of total torsion also works for a space polygon {~(¢;)};. For a space polygon, the unit
velocity 7' is given by the normalized edge vector

sy Vi) — (%)
) = ) =)

which forms a spherical polygon, whose signed area can be evaluated by our formula. We
compute the total torsions of the figure-eight knot (Figure 7.5)

~v(t) = ((2 + cos(2t)) cos(3t), (2 + cos(2t)) sin(3t), sin(4t)) ,
and the trefoil knot (Figure 7.6),
~(t) = (sin(t) 4+ 2sin(2t), cos(t) — 2 cos(2t), — sin(3t)) .

With sufficiently many vertices, our results converge to numbers that agree with the results in
a previous study [NVR21]: —0.5423 of the figure-eight knot and 2.2250 of the trefoil.

7.5.3 Total torsion of a non-Frenet curve

In this example we compute the total torsion of a regular closed space curve with a singular
(infinitely oscillatory) Frenet—Serret frame. Note that the mod-27 total torsion (7.5.1) and
the writhe only require the curve to be regular i.e., 0;y(t) # 0. In particular, the curve
does not need to possess a regular Frenet torsion. A smooth regular curve without a regular
Frenet—Serret frame is called a non-Frenet curve (See [PG24, Ch. 1 Sec. 5.6] for a detailed
discussion). Consider the following example of a smooth non-Frenet closed space curve

1 /! / /! /
V() = P TR (6_t2 cos <€t> ,e_t2 sin (et> ,t’) ,
e
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where ' € [—o0,00) is a reparametrization of ¢ € [0,27) by ' = tan (57). The spherical
curve «' traced out by the unit velocity displays an exponential spiral about ¢ = 7 with an
infinite turning number and an unbounded geodesic curvature (Figure 7.7). Note that the
total Frenet torsion of ~y is the total turning angle of the spherical curve 4/, which is divergent.
Despite the divergence of the total Frenet torsion, the mod-27 torsion is well-defined since
the area enclosed by 7' is bounded.

Figure 7.7: A curve with a spiral Frenet-Serre frame (left), its unit velocity map (middle), and
the close-up view of the spiral (right).

In this example, it is crucial to avoid the classical angle-based formula (7.1.1 7.1.2) for
evaluating Area(y’) due to the divergent turning angle in +’. In fact, evaluating the total
torsion using the classical formula is equivalent to sampling and summing the Frenet torsion
(exterior angle of the spherical polygon ~'). The process produces a result that diverges as
the number of sample points n — oo (Figure 7.4, right). In contrast, our formula (7.3.1) is
able to robustly evaluate the total torsion of this non-Frenet curve.

7.5.4 Area of a region on the earth

The next example applies to geography. We compute an ap-
proximate area of Austria using the data from the Database of
Global Administrative Areas (GADM) [are12]. The data contains
a sequence of latitudes and longitudes (Figure 7.8) forming a
spherical polygon. We treat the earth as a round sphere while
acknowledging that we neglect its slight ellipsoidal figure and
terrains.

The solid angle value we computed via our formula was Figure 7.8: Austria plotted
2.06206 x 1072 on the unit sphere. By multiplying the square ©nN the sphere.

of the arithmetic mean radius R := (2Rg + Rp)/3 ~ 6,371 km

[Mor00], where R, Rp are the equatorial and polar radii, we

obtain 83,882km?, which is a descent approximation of the official area 83,871 km? with
0.013% relative error.

7.5.5 Solid angle fields and Seifert surfaces

Our last example demonstrates the construction of the solid angle fields of given space curves
(Section 7.1). We consider three rectangular loops linked into the topological configuration
of Borromean rings (Figure 7.9). Let 7: |_|3 St — R? denote this triplet of space polygons.
For each point z € R*\7, we let (z) be half the solid angle subtended by 7 at z. Explicitly,
consider the spherical curves v : |_|3 St — S? given by projecting 4 on the unit sphere centered
at x:

J(s) —x 3ql
O se| 7S



7.6. Appendix: Prequantum bundles S* and SO(3) over S?

Figure 7.9: The solid angle field of the Borromean rings visualized on the z = 0 plane (left)
where each color corresponds to a value in S'. A levelset of the solid angle field in R3 is a
Seifert surface (right).

The solid angle field Q: R*\5 — R/(27Z) is defined by

Qz) = %Area(fy”).

Note that the projected spherical curve 7" is degenerate for x on any extended tangent
line of 4. Despite this unavoidable degeneracy, our formula robustly handle the solid angle
computation for all = (Figure 7.9, left). By extracting a levelset of the solid angle field, we
construct a smooth Seifert surface (Figure 7.9, right).

Concluding remark and outlook

In this chapter, we derived area formulae using Green's theorem on prequantum bundles S?* and
SO(3) over S?. These formulae avoid relying on angle calculation, unlike the classical formula
that fails on degenerate cases. As the prequantum version of Green's theorem is available
for any compact symplectic manifold (Remrak 7.2.2), one may investigate area formulae or
integral of symplectic form of polygons in other manifolds.

For example, in quantum information; the complex projective space CP?"~! is regarded as the
space of possible states of n-qubits [BZ06] and a closed path is a periodic orbit. We hope
that finding an explicit expression of its enclosed area (geometric phase) may lead to practical
applications in quantum computation.

7.6 Appendix: Prequantum bundles S? and SO(3) over S*

Proof of Proposition 7.2.5. In terms of the quaternion coordinate, the area form of S? is
written as

1
o=-3 Re(pIm(dp A dp)).
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On the other hand, the differential of 7 = ¢iq is dm = dqig + qidg. Hence, the pullback area
form is computed as

*o = —; Re(m Im(dm A drm)) = —;Re(qiqlm(d7T A dr))
- —; Re(igIm(dm A dm)q) = —; Re(i Im(gdm A dmq))
_ _; Re (i Tm((qdgig + idg) A (dgi + qidqq)))
— _;Re(iqdqi A Gdgi + idg A dg — idg A dg — dgqi A dgqq),
which agrees with

do = —2Re(dg A idg).

Here, we have applied dgq = d|q|?> — gdq = —@dq, which holds on S* where |q|? = 1. O

Proof of Proposition 7.4.1. Let V,W € s0(3), and w = (wy,wq,w3), v = (1, 2, 3) be their
coefficients with respect to the standard basis of so(3) as in Section 7.4. For PV, PW €
Tp SO(3) on each P € SO(3), we have,

dn|p(PV, PW) = —n|p([PV, PW]) = =n[;([V, W]) = vaws — wovs,

due to the left-invariance of the vector fields PV, PW under SO(3). Here [-,-] denotes
the Lie bracket. Now we compute 75o. Let us write W,V and P column-wise as W =
(wwows), V = (vivovs), and P = (p1paps). We have,

50| p(PV, PW) = o|,, (dra(PV),dre(PW)) = o, (Pv1, Pwy)

= oli(v1,w1) = dy A dz(vy,wy) = Vows — walss,

where we used the invariance of o under SO(3) and the expression of o using the Cartesian
coordinates. O
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CHAPTER

Postface: Mathematics, physics, and
computer graphics

All models are wrong, but some are useful.
— George E. P. Box

This is a personal essay, almost entirely unrelated to the main contents of this thesis. It might
be more like a piece of prose, collecting unorganized thoughts.

The beginning of my PhD was when | finished my master’s study in mathematics with poor
grades and no chance of continuing to a PhD. So, it actually didn't begin. Then | spent some
time working in the optics and game industries. Around that time, | came across the field of
computer graphics. After some time, | started a PhD and now complete it, with research in
the union of mathematics, physics, and computer graphics.

Through this journey, I've got some thoughts about mathematics, physics, and computer
graphics. I'd like to leave some of them here. My path had some twists, but looking back, |
think my aim has always been to express how | see nature and the world in a mathematical
way. In this regard, I've been looking at math and CG through their connection to physics.
Additionally, math and CG are often regarded as opposites, like the “pure” and “applied” ends
of science, but | think they actually share a lot in common. I'd like to write a bit about some
aspects that | think math and CG share.

No rigid definitions First, when it comes to what mathematics and computer graphics
actually are, | think there are no rigid definitions, perhaps even more so than many other fields.
I'll briefly describe my view of modern computer graphics, because outside of this field, people
often have little idea of what this can be. | probably wouldn't have known it too without doing
research in graphics. Modern graphics is a much broader field than many people imagine. It's
not just about creating gorgeous imageries that appear in movies of Pixar or Disney, although
it is an important part.

For instance, research of fluids, like water and smoke, in graphics can involve many directions
and tastes. It is probably easy to imagine that improving numerical methods for existing
fluid equations, like the Navier—Stokes equation, can be a research topic. But that’s not all
there is to it. [YNW*23, ZYC25] pointed out that the existing formulation of the Navier-
Stokes equations in terms of fluid vorticity was incorrect, and derived the correct formulation
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that aligns with the velocity-based formulation. As a consequence, they found closed-form
expressions for non-stationary solutions of fluids. Another valid direction is proposing new
equations of motion for physical phenomena. For instance, | geometrically formulated the
dynamics of soap bubbles and films [IYAH17]. Many people would probably view these types
of work as mathematics or physics. But in fact, they can stand as computer graphics work.
Basically, if a paper involves either computer or graphics in some way, it can be a computer
graphics work. In my opinion, even that condition isn't strictly necessary. !

Similarly, “mathematics” is just a vague and undefined jargon. For me mathematics isn't really
a field, but rather an activity or a practice. It sets up axioms then deduces what can happen
within them through logic. It also involves describing vaguely perceived concepts in a language
that everyone understands in a unique way, or developing that universal language, like Newton
and Leibniz introduced differentiation, a language which describes infinitesimal changes of
quantities. | think all these activities together are what is called mathematics. Therefore,
mathematics appears in many works that aren’t “mathematics” papers. A mathematics paper
is just one in which the claimed main contribution is this activity itself. In the first place,
whether a piece of work counts as a “math” paper or not may hardly matter mathematically. 2

Lenses for physics Since ancient times, physics research has been conducted by observing
natural phenomena, making hypotheses to explain them, and verifying them through experi-
ments. Much of modern physics research is, however, less intuitive to me as it often requires
interpreting or reasoning the numbers obtained in experiments. In the old physics, on the
other hand, the results of experiments were more direct and clearer. For example, Michael
Faraday actually saw his discovery when a coil was rotated by the invisible magnetic field
provoked by an electric field. For me, physics simulation in CG can bring back this intuitive
aspect of physics research, allowing us to visually see the results of experiments based on the
theoretical models we build.

But unfortunately, it seems to me that the recent CG industry is getting trapped by the curse of
“realistic” or “physically-based”. Here “physically-based” just means, deriving from or combining
existing physics equations. Creating new equations out of nowhere, based on observing natural
phenomena, is “not physically accurate”. Yet that is precisely what physics is about—observing
nature and extracting its simple essence. 3 | feel like the papers by Newton or Faraday, who
modeled natural phenomena as principles via observation rather than deriving from existing
equations, would likely be rejected in today's CG venues as “physically unplausible”. Being

In practice, however, as of 2025, papers in computer graphics journals seem to me largely limited to work
that presents a method achieving or solving something. It seems very difficult to publish a paper about pure
discoveries that are common in other fields—like finding a new species, observing or predicting interesting
physical phenomena (like black holes) through theory, numerical simulations, or physical experiments, or
proving a particular underlying law. In the current graphics venues, remarks or proofs are often considered
something that should be pushed to appendices rather than the primary contribution. Still, it seems (and
| hope) that gradually more people are recognizing such discoveries or interpretations themselves as valid
contributions.

2In the past, such categories as “mathematics” or “physics” were quite vague, and there were no jargons
like “pure math"” or “applied math". Everything was more mixed, and today's standard mathematical rigor was
not required, depending on the type of work. So one could be more free in what one can publish as a math
work—not only rigorous proofs of statements, but also new concepts without rigorous analysis. Many papers
by Poincaré, who introduced what is now called topology, did not meet today's standard rigor, and so they
likely wouldn't have places in today’s “mathematics” papers. | find this narrowing of math sad.

3For example, this sand model paper [NO93] practices this spirit and was accepted in Physical Review
Letters, a top journal in physics.
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caught by “physically-based” or “realistic” attitudes appears to me, ironically, the opposite of
physical science.

Okay, let's get back on track. Like CG is a modern experimental ground for physics, mathe-
matics is a sandbox for physics too. Creating and validating physical models, and deducing
phenomena from them, works the same way. It's just a matter of whether the experiments
are theoretical or numerical involving visualization. For example, Einstein tried to validate his
theory of gravity by calculating the precession of Mercury’s perihelion. | think such a work
should fit as a graphics paper today.

No need to stay in the real world In both computer graphics and mathematics, we do not
have to be bounded by the laws or phenomena of real-world physics. In game development, for
instance, physics can be designed for the sake of entertainment, without following real-world
mechanics. Likewise, mathematics allows one to freely explore imaginary objects. So both
fields offer the freedom to create and explore fascinating phenomena within fictional worlds
governed by their own rules. *

Do not have to be science or technology. Can be just art CG and math don’t even
have to be science or technology. They can be just art. In a sense, one could even say that
they are arts of fake.

Obviously, computer graphics is an effort for making fake imagery that mimics reality. Mathe-
matics can also be seen as a form of fake physics. Mathematical results are considered very
rigorous, but they are so only mathematically. They may not be rigorous at all in different
senses.

Many mathematical models start from drastic simplifications and approximations of physical
phenomena, yet humans often do not even know to what extent they are justified. They also
begin with presumed principles like Newton's laws, or with hypothetical setups to make them
tractable within mathematical frameworks, like elementary particles, Hilbert spaces, or the
concept of continuum. But actual natural phenomena do not respect these artificial setups.

The quote by George E. P. Box at the opening of this essay — “All models are wrong, but
some are useful” — was originally about statistical models, but | feel it applies to many
sciences including physics.

And | think this is okay. Models are wrong by definition. They aren’t nature itself. They are,
like elementary particles for instance, just theoretical accounts that try to explain a class of
(but not all) observations seemingly without contradiction. They are never truth, but they are
the only and best we can do to interpret how the world looks and behaves.

Different people see the world in different ways. One can start from — how | see this world —
as their own principle and express that view through (fake) arts of science like mathematics
and computer graphics.

| hope modern mathematics and computer graphics are and remain grounds that accommodate
and celebrate such diversity of perspectives.

A side note: A personal note on my journey Here is a brief note on how | came to have
these views.

4Just as mentioned above, such freedom seems to have been slipping away as the community gets caught
up in “realistic” or “physically-accurate”. It's a shame that CG is throwing away its virtue.
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During my master’s studies, | wanted to do research in mathematics and | had some vague
ideas. But | had no clue how to start concretely or what | should learn for this. | think | was
preoccupied with mathematical expressions and formulas, and following the correctness of
logic, like many math students feel they are forced to do so. And like many other students
again, | was not able to develop an intuitive understanding of what these concepts are. For
instance, | didn't even realize that the Fourier transform are waves. Even though | said | liked
mathematics, | guess | had lost sight of how | liked it.

After finishing my master's degree and before starting my PhD, | spent some time in the optics
and game industry. There, | learned what mathematical concepts intuitively are, how they
look, and how they affect the real world—for example, how the Fourier transform influences
pictures seen through a camera lens.

Then, | came across research in computer graphics, in which | could visually perceive how the
mathematics | design affects the motion and shapes of objects, and how it builds the laws
of a (real and imaginary) world. Through this process, mathematics came to life inside me.
Observing motions and shapes of physical phenomena in CG research also brought me many
questions that | wanted to investigate. CG turned out not to be just a place to apply fancy
mathematics, but a source of mathematical questions and it made me love mathematics again.

Hopefully, this journey goes on, but | wanted to record these thoughts and feelings of mine, at
this moment.
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